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Introduction: Hypertension is a serious chronic disease and an important risk factor for many health problems. 
This study aimed to investigate the factors associated with hypertension using a decision-tree algorithm.
Methods: Methods: This cross-sectional study was conducted through the census in Kharameh City between 
2014 and 2017. The study included 2510 hypertensive and 7840 non-hypertensive individuals. To create the 
decision tree, 70% of the cases were randomly allocated to the training dataset. In comparison, the remaining 
30% were used as the testing dataset for the performance evaluation of the decision tree. Two models were 
assessed. In the first model (model I), 15 variables including age, gender, body mass index (BMI), years of 
education, occupation status, marital status, family history of hypertension, physical activity, total energy, 
number of meals, salt, oil type, drug use, alcohol use, and smoke entered into the model. in the second model 
(model II) 16 variables including age, gender, BMI and Blood factors as Hematocrit (HCT), Mean corpuscular 
hemoglobin concentration (MCHC), Platelet Count (PLT), Fasting blood sugar (FBS), Blood Urea Nitrogen 
(BUN), creatinine (Cr), triglycerides (TG), cholesterol (CHOL), Alkaline phosphatase (ALP), High-density 
lipoprotein (HDL), Gamma-glutamyl transpeptidase (GGT), low-density lipoproteins (LDL) and Urinary 
specific gravity (SG) were considered. A confusion matrix was used to measure the performance of the 
decision tree. Additionally, accuracy, sensitivity, specificity, and the receiver operating characteristics (ROC) 
curve were determined to compare the models.
Results: For the model I, the accuracy, sensitivity, specificity and AUC value were 79.2%(77.8-80.6), 
82.4%(80.1-84.5), 78.24%(76.4-80), and 0.80%(0.79-0.82), respectively. For model II, the corresponding 
values were 79.5%(78.2-80.8), 81.0%(78.3-83.6)79.0%(77.5-80.5)and 0.80%(0.79-0.81), respectively. 
Confusion matrix of model I showed that of the 1188 cases with hypertension in the training data set, 979 cases 
were classified correctly and, for model II of the 2812 non-hypertension cases, 2222 cases were classified 
correctly.
Conclusion: We have suggested a decision tree model to identify the risk factors associated with hypertension. 
This model can be useful for early screening and improving preventive and curative health services in health 
promotion.
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Introduction  

Hypertension is a serious chronic disease 
whose occurrence is increasing worldwide 1 
and its prevalence increases with age.2 It is an 
important risk factor for many health problems 
such as stroke, heart disease, and retinopathy.3 
Similarly, some risk factors like obesity, glucose 
intolerance, dyslipidemia, hyperinsulinemia, and 
hyperuricemia that are related to cardiovascular 
disease increase the risk of hypertension.2 
The usual diagnostic method for detecting 
hypertension is the measurement of blood 
pressure using a sphygmomanometer. Although 
this seems simple, the issue is that the blood 
pressure is not stable and high all the time. 
Nevertheless, the pathological changes and 
indicators of disease usually occur sooner than 
blood pressure increment and the screening 
of this health problem is usually neglected. 
therefore, developing a valid diagnosis 
method based on related biomarkers might 
be beneficial for early diagnosis and avoiding 
the progression of diseases, though no early 
diagnosis approach has been found yet.1 There 
are many studies about effective factors on the 
prevalence of hypertension such as age, BMI, 
physical activity, Aerobic endurance sport, ratio 
of waist to hip, total cholesterol, triglyceride, 
sex, educational level, and family history.4-8

Traditional models such as Fisher’s Linear 
Discriminant Analysis and logistic regression 
have unsuitable performance in the case of 
big data, many risk factors, and the presence 
of outliers and missing data.9-13 Data mining 
approaches such as decision trees are suggested 
for handling such conditions and are known 
as more accurate and have lower error rates 
than the classic models. Other strengths of the 
random forest approach include not overfitting; 

robustness to the noise; owing internal 
mechanism to estimate error rates, called out-
of-the-bag (OOB) error; providing indices 
of variable importance; working with mixes 
of continuous and categorical variables; and 
additionally, it can be used for data imputation 
and cluster analysis. These properties have 
made random forests increasingly popular in 
the last few years.14-16

In a study exploring hypertension and 
hyperlipidemia prediction models using 
common risk factors, six data mining methods 
were used to find the related common risk factors 
of the two diseases. The applied methods were 
logistic regression analysis, C5.0 decision tree, 
Classification and Regression Tree, Chi-squared 
Automatic Interaction Detector (CHAID), 
exhaustive CHAID, and discriminant analysis. 
Each data mining method provided different 
significant risk factors. So, each risk factor 
which was significant in at least three methods 
was selected. The commonly selected risk 
factors were age, systolic and diastolic blood 
pressure, triglyceride, creatinine, uric acid and 
Glutamate pyruvate transaminase. In the second 
stage of this study, the multivariate adaptive 
regression splines (MARS) were applied to 
construct a predictive model for hypertension 
and hyperlipidemia based on the common risk 
factors of these two diseases. This method 
aimed to overcome some above methods. The 
proposed method had an accuracy of 93.1%.17

In another similar study with the purpose 
of essential hypertension prediction, the 
performance of data mining approaches 
including three decision trees, four statistical 
algorithms, and two neural networks were 
compared and the effective predictors were 
age, gender, body mass index, smoking, 
family history of hypertension, lipoprotein(a), 
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triglyceride, uric acid, total cholesterol.  neural 
network performance was better than others 
in predicting hypertension and the quick 
unbiased efficient statistical tree had the lowest 
performance.18 

In this study we aimed to identify the associated 
predictors of hypertension in Kharameh cohort 
study (KHCS) in a subgroup with an age range 
of 40-70 years old between 2014-2017 years, 
using decision tree modelling.

Material and Methods

Participants

population

This cross-sectional study considered the 
population of Kharameh city between 2014 
and 2017 through census. The city is located 
in the south of Iran and has a population of 
61,580 citizens. Kharameh study is a subset of 
Prospective Epidemiological Research Studies 
in Iran (PERSIAN Cohort), and one of its 
main objectives is to identify and explore non-
communicable disease risk factors and their 
prevalence. the reference number is IR.SUMS.
REC.1393.S7421.19

Hypertension diagnosis was confirmed by 
two internists and followed the hypertension 
management recommendations outlined in 
the European guidelines. It was determined 
by systolic blood pressure ≥140 mmHg or 
diastolic blood pressure ≥90 mmHg or using 
antihypertensive medication or hypertension 
that was previously diagnosed.19 
After obtaining written consent, data on 
participants’ demographic profiles, including 
age, gender, marital status, education level, 
occupation, place of residence, social and 

economic status, and behavioral factors, such 
as smoking, alcohol consumption, drug use, 
and physical activity were collected through 
interviews, laboratory experiments, and 
physical examinations and questionnaire. The 
questionnaire had been previously tested and 
validated by the Persian cohort national team. 
Exclusion criteria and sample size
The exclusion criteria included no cooperation 
in evaluating the procedure and mental ability.19, 

20 In addition, the participants whose total daily 
energy intake (Kcal) was out of the range of 
mean±3SD were excluded.21, 22 Finally, the 
study included 2510 hypertensive and 7840 
non-hypertensive individuals.

Input parameters

The parameters used in our analysis are as 
follow:

• Anthropometric data: Age, weight (Kg), 
height (m), body mass index (BMI (kg/m2)

• Gender
• Occupation status
• Education year
• Cigarette smoking, Alcohol consumption, 

drug use.
• Number of meals
• Oil type
• habit of adding salt when taking lunch and 

dinner. (yes/sometimes/no)
• Glucose levels: fasting blood sauger FBS;
• Kidney function: specific gravity (SG, 

creatinine Cr and blood urea nitrogen 
(BUN;

• Liver tests: serum glutamic-oxaloacetic 
transaminase (SGOT, Serum glutamic 
pyruvic transaminase (SGPT, Alkaline 
phosphatase (ALPand gamma-glutamyl 
transferase (GGT;
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• Blood component: WBC, RBC, HGB, HT, 
HCT, PLT, MCV, MCH, MCHC.

• Lipid profile: cholesterol (Chol), high-
density lipoproteins (HDL, low-density 
lipoproteins LDL and triglycerides (TG;

• Total energy(kcal);
• Physical activity.

Measurement 

A valid and reliable standardized questionnaire 
was used to collect demographic information.20 
The SECA Germany scale was used to 
measure weight. A validated physical activity 
questionnaire was used to assess physical 
activity, including sleep duration, sport, and 
working for a day. The Metabolic Equivalent 
Task (MET) index was computed according to 
units per hour per day.23 Additionally, the FFQ 
using NUTRITIONIST-IV software was also 
applied to derive the energy (dietary data).20

  
Data analysis methods

The data mining method used in this study 
to explore prediction rules and patterns was 
a decision tree. The important aim of this 
method is to find a predictive model using the 
features.24 The decision tree algorithm has two 
parts: the first part is the nodes (including the 
root node and internal node) and the second 
part is the leaf (including end node). Each node 
represents an attribute and each link represents 
a decision. Each leaf shows the outcome.24, 25 
Splitting criteria are used at the internal nodes 
for constructing the trees. These criteria aim to 
minimize the impurity of internal nodes. Node 
impurity is used to measure the homogeneity 
in each node and leaf. The process is such 
that a node will be split when the impurity is 

reduced, otherwise it will be a leaf. In the state 
of reducing the impurity, two branches will be 
formed and consequently, two new nodes will 
be made. In particular, a rate is also achieved for 
each predictor variable that is used for selecting 
the variables for inclusion into the model.24 
One of the common tree algorithms that can 
handle classification and regression issues is 
CART (Classification And Regression Tree).26 

It works based on the division of the nodes 
based on the threshold of a predictor. The Gini 
index is a common method used to determine 
the non-homogeneity in the decision tree 
method and its value ranges from 0 to 1.27 

The confusion matrix was used to measure the 
performance of the decision tree. This matrix is 
based on True Positives (prediction and actual 
both are yes), True Negatives (prediction is no 
and actual is yes), False Positives (prediction 
is yes and actual is no), and False Negatives 
(prediction is no and actual is no).28 Additionally, 
accuracy, sensitivity, specificity, and the ROC 
curve were determined to compare the models.29 
The AUC is used to determine the predictive 
accuracy of a diagnostic test. The higher the 
AUC the better the predictive accuracy.30 

To evaluate the performance of data mining 
methods such as decision trees, the data set is 
commonly divided into two sets: the training 
and the test set. The model is made based on the 
training data set and then tested on the testing 
data set. In our study, 70% of the data were 
considered as training and 30% as the testing 
data set.
We considered two models in this study. 
In the first model (model I), 15 variables 
including age, gender, body mass index, 
years of education, Occupation status, marital 
status, family history of hypertension, physical 
activity, total energy, number of meals, salt, oil 
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Table 1. Comparison of baseline characteristics between hypertension and non-hypertension groups

Variable Hypertension
(n=2510) Non-hypertension (n=7864) P-value

Age (year) 56.4±7.85 50.7±7.95 <0.0001*
BMI (Kg/m2) 27.5±4.37 25.7±4.38 <0.0001*
MET 37.0±4.62 38.9±6.40 <0.0001*
Energy 2184.4±677.6 2458.2±712.0 <0.0001*
Education years 3.21±4.08 4.81±4.51 <0.0001*
WBC 6.67±1.81 6.44±1.75 <0.0001*
RBC 5.11±0.62 5.19±0.64 <0.0001*
HGB 14.05±1.54 14.33±1.63 <0.0001*
HCT 41.4±4.07 42.08±4.21 <0.0001*
MCV 81.8±8.63 81.8±9.09 0.924
MCH 27.8±3.50 27.9±3.72 0.151
MCHC 33.9±1.22 34.03±1.35 <0.0001*
PLT 248.9±63.6 241.3±60.9 <0.0001*
FBS 109.5±43.02 96.4±29.7 <0.0001*
BUN 14.6±4.82 13.83±3.87 <0.0001*
Cr 0.98±0.25 0.96±0.15 0.001*

TG 138.4±76.1 127.8±81.5 <0.0001*
CHOL 185.3±43 187.5±41.3 0.024*
SGOT 22±10.3 22.3±9.39 0.198
SGPT 25.5±17.5 25.1±15.3 0.279
ALP 226 ±75.5 206.2±62.5 <0.0001*
Gender

Male
Female

663 (26.4%) 3799 (48.3%) <0.0001*1847 (73.6%) 4065 (51.7%)
Marriage status

type, drug use, alcohol use and smoke entered 
into the model.  We used the identical training 
and test set for the second model. 16 variables 
including age, gender, BMI, and Blood factors 
such as HCT, MCHC, PLT, FBS, BUN, CERAT, 
TG, CHOL, ALP, HDL, GGT, LDL, and SG 
were considered in model II.  The rationale 
for considering these models stems from the 
nature of the factors. An effort has been made 
to thoughtfully organize the available factors 
in a logical manner. The concept of using two 
models is based on a previous study.31

Statistical analysis was done in R software 
version 4.1.3 and rpart package. Independent 
sample t-test, Mann-Whitney, and Chi-square 

test were used to compare demographic 
characteristics and clinical variables between 
hypertension and non-hypertension groups. 
Mean ± SD and frequency (percentage) are 
reported for quantitative and qualitative data 
respectively.

Result

Demographic characteristics and clinical 
variables and their comparison between two 
groups of hypertension and non-hypertension 
are demonstrated in Table 1. There were 2510 
and 7864 cases with and without hypertension 
in our study. 
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Single
Married

454 (18.1%) 707 (9.0%) <0.0001*2056 (81.9%) 7157 (91%)
Occupation status

Yes
No

790 (31.5%) 4479 (57%) <0.0001*1720 (68.5%) 3385 (43%)
Smoke Cigarette

Yes
No

374 (14.9%) 2165(27.5%) <0.0001*2136 (85.1%) 5699 (72.5%)
Drug use

Yes
No

216 (8.6%) 1368 (17.4%) <0.0001*2294 (91.4%) 6496 (82.6%)
Alcohol Use

Yes 34 (1.40%) 275 (3.50%) <0.0001*No 2476 (98.6%) 7589 (96.5%)
Number of meals

Less than 3 meals
3 meals
4 meals
5-6 meals
More than 6 meals

210 (2.70%) 57 (2.30%)

0.003*
2200 (87.6%) 6734 (85.6%)
200 (8.0%) 802 (10.2%)
52 (2.10%) 115 (1.50%)
3 (0.0%) 1 (0.0%)

Adding Salt to the food during eating
Yes
Sometimes
No

178 (7.1%) 1301 (16.5%)
<0.0001*386 (15.4%) 1944 (24.7%)

1946 (77.5%) 4619 (58.7%)
Oil type

Margarine
Butter, cream
Solid vegetable oil 
Solid animal oil
Liquid soybean oil
Liquid sunflower oil

645 (25.7%) 2499 (31.8%)

<0.0001*

2 (0.10%) 18 (0.20%)
328 (13.1%) 903 (11.5%)
1489 (59.3%) 4382 (55.7%)

9 (0.40%) 22 (0.30%)
37 (1.50%) 40 (0.50%)

MET, Physical activity; White blood cells; RBC, Red blood cell; HGB, Hemoglobin; HCT, Hematocrit; MCHC, Mean 
corpuscular hemoglobin concentration; MCV, Mean corpuscular volume; MCH mean corpuscular hemoglobin; PLT, Platelet 
count; FBS, Fasting blood sugar; BUN, Blood urea nitrogen; Cr, Creatinine; (SG, Urinary specific gravity; TG, Triglycerides; 
CHOL, Cholesterol; HDL, High-density lipoprotein; LDL, Low-density lipoproteins; ALP, Alkaline phosphatase; GGT, 
Gamma-glutamyl transpeptidase;

Continue table 1.
Variable Hypertension (n=2510) Non-hypertension (n=7864) P-value

The decision tree for model I is shown in 
Figure 1. The variables that remained in the 
model were age, physical activity, adding salt, 
energy, and BMI. The result of the confusion 
matrix on the testing dataset for model 
evaluation is shown in Table 2. The accuracy of 
this model was 79.2 (77.8-80.6) (Table3). The 
Sensitivity was 82.4% (of the 1188 cases with 

hypertension in the training data set, 979 cases 
were classified correctly). Also, the Specificity 
was 78.2% (of the 2077 non-hypertension 
cases, 1625 cases were classified correctly). 
In addition, a ROC curve based on the testing 
data set for this model is shown in Figure 2. 
The AUC was 0.80% for model I (Table 3). The 
if-then rules for this model are demonstrated in 
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Figure 2. Roc curve of the decision tree with test data in model I

Figure 3. Decision tree with training dataset in model II

Figure 1. Decision tree with training dataset in model I
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Table 4. According to this table, the probability 
of being hypertension when Age >= 55, sex is 
female, physical activity >= 33, BMI >= 22, 
salt is 3, and Energy < 2177 was 57% and the 
probability was 72% when Age >= 55 & sex is 
2 & physical activity < 33.

Table 2. Confusion Matrix with test data in Model I
Actual outcome

Predicted 
outcome Hypertension No-hypertension

Hypertension 979 452
No-Hypertension 209 1625

Table 3. Criteria of decision tree with test data in model I
Measure   % (Confidence Interval)

Accuracy 79.2 (77.8-80.6)
Sensitivity 82.4 (80.1-84.5)
Specificity 78.2 (76.4-80.0)
AUC 0.80 (0.79-0.82)

Age, sex, FBS, BMI, and cholesterol remained 
in the model. The decision tree for this model 
is shown in Figure 3 and the ROC curve based 

on the testing data set for this model is shown 
in Figure 4. 

Figure 4. Roc curve of the decision tree with test data 
in model II

The result of the confusion matrix on the 
testing dataset for model evaluation is shown 
in Table 5. The AUC was 0.80% and the 
accuracy of this model was 79.5%(78.2-80.8) 

Table 4. Decision Rules for model I  
R1 When Age < 55 then class: non- hypertension (propability:0.15)                                                                                   
R2 When Age >= 55 & sex is Male then class: non- hypertension (probability: 0.23)                                                                    
R3 When Age >= 55 & sex is Female & MET >= 33 & BMI (kg/m2) < 22 then class: non- hypertension (probabil-

ity: 0.29) 
R4 When Age >= 55 & sex is Female & MET >= 33 & BMI (kg/m2)  >= 22 & salt is yes or sometimes then class: 

non- hypertension (probability: 0.39)                     
R5 When Age >= 55 & sex is Female & MET >= 33 & BMI(kg/m2)   >= 22 & salt is no & Energy >= 2177 then 

class: non- hypertension (probability: 0.43)
R6 When Age >= 55 & sex is Female & MET >= 33 & BMI(kg/m2)   >= 22 & salt is no & Energy < 2177 then 

class: hypertension (probability: 0.57)
R7 When Age >= 55 & sex is Female & MET < 33 then class: hypertension (probability: 0.72)    

Table 5. Confusion Matrix with test data in Model II
Actual outcome

Predicted outcome Hypertension No-hypertension
Hypertension 709 590
No-hypertension 166 2222
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(Table 6). The Sensitivity was 81.0% (of the 
875 cases with hypertension in the training data 
set, 706 cases were classified correctly. Also, 
the Specificity was 79.0% (of the 2812 non-
hypertension cases, 2222 cases were classified 
correctly). The if-then rules for this model are 
demonstrated in Table 7. Based on the tree 
model in the subgroup with Age >=50 and 
female cases, FBS <107 and BMI >= 30, the 
probability of being hypertensive was 53% and 
for a subgroup of Age >= 50, female groups,  
FBS >= 107 this probability was 59% while it 
increased to 61% when cholesterol appeared 
and the subgroup was Age >= 63 & sex was 
female, FBS < 107, BMI < 30 and cholesterol 
< 202.   

Discussion

In this paper, we identified the associated 
predictors of hypertension in KHCS using two 
decision tree models. The results showed that 

the accuracy of our proposed models was high 
enough.
The mechanisms behind the development of 
hypertension are not fully understood, and 
the causes remain partially unexplained.32 
However, several factors have been associated 
with hypertension, including BMI, gender, age, 
family history of hypertension, smoking status, 
lipoprotein (a), triglyceride, uric acid, and total 
cholesterol.33

The performance of classifying methods and 
the best performance may vary from one 
dataset to another.33 For example, in a study 
of hypertension prediction, Chi-squared 
Automatic Interaction Detector (CHAID) 
which is a decision tree algorithm, had better 
performance than logistic regression and C5.0 
had the worst predictive power.34 In a study 
of survival prediction of breast cancer, the 
performance of the decision tree (C5) was better 
than logistic regression and neural networks.35 
In another investigation, it was found that 

Table 6. Criteria of decision tree with test data in model II
Measure   % (Confidence Interval)

Accuracy 79.5 (78.2-80.8)
AUC 0.80 (0.79-0.81)
Sensitivity 81.0 (78.3-83.6)
Specificity 79.0 (77.5-80.5)

Table7. Decision Rules extracted from decision tree model II.
R1 When Age < 50 then class: non- hypertension (probability: 0.12)                                                                        

R2 When Age >= 50 & sex is Male   then class: non- hypertension (probability: 0.20)                                                 
R3 When Age is 50 to 63 & sex is Female & FBS < 107 & BMI(kg/m2)   < 30    then class: non- hypertension 

(probability: 0.32)
R4 Ehen Age >= 63 & sex is Female & FBS < 107 & BMI(kg/m2)   < 30 & CHOL >= 202 then class: non- hyper-

tension (probability: 0.36)

R5 Ehen Age >=50 & sex is Female & FBS <107 & BMI(kg/m2)   >= 30   then class: hypertension (probability: 
0.53)

R6 When Age >= 50 & sex is Female & FBS >= 107   then class: hypertension (probability: 0.59)
R7 When Age >= 63 & sex is Female & FBS < 107 & BMI (kg/m2)  < 30 & CHOL < 202 then class: hypertension 

(probability: 0.61)
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classification trees (ID3, C4.5, CHAID, and 
CART) were performed conveniently in data 
sets related to veterinary epidemiology.36 
Moreover, multivariate additive regression 
splines had better performance than artificial 
neural networks, CART and linear models 
in predicting forest characteristics. Also, in 
predicting cardiovascular risk, the performance 
of CART was slightly more than logistic 
regression and artificial neural networks.37

The decision tree algorithm is a practical and 
advantageous classification method. Some of 
the superiorities of this method include simple 
interpretation, providing rules, and handling 
linear and non-linear associations.38-40

In this study, we investigated two tree models 
to find hypertension risk factors.   In the first 
model (model I), 15 variables were entered 
into the model and the remaining ones were 
BMI, age, physical activity, adding salt during 
mealtime, and energy intake. Age, gender, 
and BMI were associated with hypertension 
in other studies.8 Physical inactivity is the 
reason for many diseases worldwide41 and 
regular physical activity can improve the risk 
factors for noncommunicable diseases such as 
hypertension.42, 43 Salt consumption is the main 
risk factor for blood pressure increment and a 
high amount of salt in the diet can increase the 
risk of stroke and other diseases, in addition to 
affecting blood pressure.44 Several studies have 
confirmed a higher risk of hypertension in men 
than women at similar ages.45-47 However, in 
our study, as presented in the rules of the model 
I, both subgroups that identified hypertension 
(the subgroups with a probability of more than 
50%) showed that being female is a risk factor 
for hypertension. Even though hypertension 
is reported more in men than in women, it is 
stated that blood pressure increases in women 

after menopause. However, other factors may 
affect this mechanism such as obesity and type 
II diabetes.48 The age in both rules was more 
than 55. Around this age, most women have 
entered their post-menopausal years.
Energy intake was a new component that we 
entered into model I and it remained in the 
tree model. Less emphasis has been placed on 
whether energy intake affects blood pressure 
significantly. In a study of the association 
between hypertension and energy intake, it is 
found that more energy intake at breakfast is 
related to a lower prevalence of hypertension 
and more energy intake late in the evening was 
related to a higher prevalence of hypertension 
and an increase in blood pressure.49 In this study, 
the information about time-of-day of energy 
intake were not available. Future studies are 
needed to investigate the association between 
macronutrients, time-of-day energy intake, and 
blood pressure. 
In the second model, Age, sex, FBS, BMI 
and cholesterol remained in the tree model 
among 16 variables.  High blood pressure is 
observed in more than two-thirds of diabetics 
and usually occurs simultaneously with 
hyperglycaemia development. There are 
many pathophysiological explanations for this 
association, including insulin resistance in the 
nitric-oxide pathway and the stimulative impact 
of hyperinsulinaemia on sympathetic drive.50

High cholesterol and high blood pressure 
have a complicated relationship. More than 
60% of people with high blood pressure also 
have high cholesterol.51  The link between 
high blood pressure and high cholesterol goes 
in both directions. When the body can’t clear 
cholesterol from the bloodstream, that excess 
cholesterol can deposit along artery walls. 
When arteries become stiff and narrow from 
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deposits, the heart has to work overtime to 
pump blood through them. This causes blood 
pressure to rise. Over time, high blood pressure 
can damage arteries in its way by making tears 
in artery walls where excess cholesterol can 
collect.52 Whether cholesterol is a risk factor 
for hypertension remains controversial. Several 
studies that have investigated the relationship 
between cholesterol and blood pressure have 
reported inconsistent results. Some had found 
a positive correlation53 while others found a 
negative correlation,54-56 or no association at 
all.57, 58 
This study had some limitations. It was a cross-
sectional design; Therefore, the data does 
not provide sufficient evidence to establish 
definitive causal relationships. so, cohort 
studies are required in addition to finding more 
complete results of the long-term influence of 
factors on hypertension. furthermore, some 
behaviors such as alcohol or drug use are 
stigmatized in Iran and people usually do not 
reveal information about them. This may cause 
biased association. finally, genetics and race 
were not available, despite they have been 
mentioned as effective factors in previous 
studies. Nevertheless, the large sample size as 
well as the highly accurate data of the KHCS are 
strengths of this study. In addition, evaluating a 
large number of variables is another point of 
our study.  

Conclusion

Our findings focus on the crucial need to 
establish and develop strategies for early 
prognosis, and to take preventive actions to 
raise awareness among people about the impact 
of high blood pressure. In addition, our results 
can be useful for early screening and improving 

preventive and curative health services in health 
promotion.
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