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Background & Aim: One of the common used models in time series is auto regressive integrated 
moving average (ARIMA) model. ARIMA will do modeling only linearly. Artificial neural 
networks (ANN) are modern methods that be used for time series forecasting. These models can 
identify non-linear relationships among data. The breast cancer has the most mortality of cancers 
among women. The aim of this study was fitting the both ARIMA and ANNs models on the breast 
cancer mortality and comparing the accuracy of those in parameter estimating and forecasting. 

Methods & Materials: We used the mortality of breast cancer data for comparing two models. The 
data are the number of deaths caused by breast cancer in 105 months in Kerman province. Each of 
ARIMA and ANNs models is fitted and chose the best one of each method separately, with some 
diagnostic criteria. Then, the performance of them is compared a minimum of mean squared error 
and mean absolute error. 

Results: This comparison shows that the performance of ANNs models in parameter estimating and 
forecasting is better than ARIMA model. 

Conclusion: It seems that the breast cancer mortality has a non-linear pattern, and the ANNs 
approach can be more useful and more accurate than ARIMA method. 
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Introduction1 

One of the aims of modeling in statistics is 
forecasting based on available data and variables 
that could be done with methods like time series. 

Time series methods have many applications 
for forecasting in recorded events in various 
fields, (such as medicine, economy, and 
industrial) over time. In these methods, 
possibility model of data has been detected, and 
by this assumption that the model is also 
invariant for the future, we can forecast the  
data values. 
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One of the most common models in time 
series is auto regressive integrated moving 
average (ARIMA) model. This model uses Box–
Jenkins methodology in the model constructing 
the model (1). In this model, there are some 
limitations such as detecting only linearly 
patterns, and so the non-linear patterns will not 
be detected. Furthermore, the number of data 
must be sufficient (more than 50) until the 
ARIMA model can be reliable (2). 

Artificial neural networks (ANNs) are 
modern methods that are used for time series 
forecasting. ANNs are data-driven that from the 
model based on data features (1). These models 
have no prior assumption and can identify non-
linear relationships among data. Thus, ANNs be 
known as non-linear methods of time series. 

The breast cancer has large mortality rate and 
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the most mortality of cancers among women in 
the world. According to the World Health 
Organization statistics in 2008, the percent of 
mortality of breast cancer in the world, East 
Mediterranean region, and Iran, annually, is 
13.7, 21.9, and 22, respectively (3). Hence, it is 
necessary that we forecast this cancer mortality 
with an accurate approach. 

Several studies have been done in breast 
cancer mortality that used from the time series 
method for forecasting. Alvaro-Meca et al. (4) 
have used time series to forecast the mortality of 
the breast cancer in Spain. Bae et al. (5) have 
performed time series forecasting in cancer 
deaths in Korea. Yasmeen et al. (6) have 
forecasted age-related changes in breast cancer 
mortality among white and black US women by 
using time series analysis. 

In all of the above studies, the traditional 
models of time series method have been used, 
and linear forecasting has been performed. It is 
possible that the breast cancer mortality pattern 
be non-linear. Thus, the traditional methods may 
not identify this pattern, and those forecasting 
may not accurate. The aim of this study was 
fitting the both traditional (ARIMA) and modern 
(ANNs) approaches in the modeling of the 
breast cancer mortality and comparing the 
accuracy of these models in forecasting and 
choosing the best one 

Methods 

Time series 
A time series is a sequence of vectors, x(t),  
t = 0,1,…, where t represents elapsed time (7). 

Being stationary is one of the initial 
conditions for using data in the time series 
analysis. In the stationary time series, the mean, 
variance, correlation, etc., are constant over 
time. The stationary of the data is checked by 
plotting data over the time and the Bartlett’s test 
for constant mean and variance, respectively. 
Differencing and variance transformations (Box-
Cox) are used to make stationary a time series 
data in mean and variance. 

There are several different traditional 
approaches to time series analysis that are linear 
such as autoregressive (AR), moving average 

(MA), AR moving average (ARMA), and 
ARIMA. The stationary assumption for using of 
these models must be established. If the 
assumption is not true, some traditional non-
linear approaches such as threshold AR and AR 
conditional heteroscedastic are used. 

 
The ARIMA model 
One of the most popular approaches in 
traditional time series models is ARIMA. This 
model is known as Box-Jenkins model. The 
general ARIMA model consists of three 
processes: AR, differential process for removing 
the trend in time series, and MA. ARIMA model 
notation demonstrates the order of each process 
with numbers. Therefore, an ARIMA(p,d,q), 
describes a time series with p AR order, d 
differential process order, and q MA order. 

The values of an MA time series are a 
weighted average of white noise values. The 
values of an AR time series are a weighted 
average of series values. If a time series be non-
stationary in mean, for estimating AR and MA 
process, the time series should be stationary. The 
differential process is used for this purpose. 

ARIMA model is a combination of the listed 
processes. The mathematical form of this model 
is as follow: 

 

y� = a�y��� + a�y��� +⋯+ a
y��
 + ε� − β�ε��� −

β�ε��� −⋯− β�ε���          
(3) 

 

where yt is the actual value; and εt is the 
random error at time period t; αi(i = 1, 2, …, p) and 
βj(j = 0, 1, 2,…, q) are model parameters. The p and q 
are the orders of model. 

Based on Box and Jenkins methodology, 
there are three steps to build an ARIMA model 
including model identification, parameter 
estimation, and diagnostic checking. These steps 
will be continued and repeated to achieve the 
appropriate model. In the identification step, the 
orders of the ARIMA model can be identified. 
To determine the order of MA and the order of 
AR, the autocorrelation function (ACF) and the 
partial ACF (PACF) will be used, respectively. 
It is possible to identify one or more potential 
models for the data. In this step, the stationary of 
the time series must be checked, and the data be 
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transformed if necessary. 
In the second step, the model parameters and 

an overall measure of errors like mean squared 
errors (MSE) are be estimated, In this step 
several models may be fitted. The best model is 
selected with the minimum of them. 

The third step is the diagnostic checking of 
the model adequacy. Some diagnostic statistics 
and plot of the residuals such as ACF and PACF 
plots of residuals, can be used for checking the 
goodness of fit of the model. If the model is not 
adequate, another model should be selected. 

 
ANN 
The ANN is another method that used to fit the 
non-linear time series model. There are 
limitations in the use of traditional non-linear 
time series, but the ANNs have no prior 
assumptions and can discover the non-linearity 
patterns, even in small data sets. Because of 
parallel processing of the data, “ANNs can 
approximate a large class of functions with a 
high degree of accuracy” (1). 

There are many ANN models, but “the most 
influential models are the multi-layer 
perceptrons (MLP)” (8). The MLP networks 
have large applications in forecasting. The MLP 
is formed of several layers of nodes. The first 
layer is an input layer where information or data 
enter into the network. The last layer is an 
output layer where the outcome of the model 
obtained. Between these two layers, there are 
one or more layers that called hidden layers. The 
nodes in these layers are fully interconnected by 
arcs. We can divide the MLP models to feed 
forward and recurrent models. In the feed 
forward, the direction of processing’s arcs is 
from input to output nodes without returning to 
the back. The recurrent models have arcs that 
return back from the output or hidden nodes to 
input nodes. We used a feed forward MLP 
network with one hidden layer in our study. 
Each arc has a weight that estimated by a 
process called training. 
 
Training 
For using of an ANN in any desired task, the 
network must be trained first. In this process, the 
parameters of the network that are the weight of 

the arcs be estimated. By training process, an 
ANN can find out complex non-linear patterns 
and estimates the best weights. ANNs in training 
be divided into supervised and unsupervised. In 
the supervised training, both input and output 
vectors in the network are defined, but the 
unsupervised training has only input vector. The 
MLP training is a supervised approach. 

The data usually are divided into a training 
set and a test set. The training set is a sample of 
the data that be used for estimating the weights. 
The test set can be a sample of the data or out of 
it, and used for measuring the generalization 
ability of the network. Usually, the test set is 
selected a sample of the data. In this case, the 
size of the test set is different between 10% and 
30% of the data. The best one is chosen with the 
minimum of MSE by testing the network, after 
training it. 

 
Training algorithm: Backpropagation (BP) 
There are some training algorithms, but the 
most popular of them is BP, which has widely 
used in time series forecasting. “BP networks 
are a class of feed forward neural networks 
with supervised learning rules” (9). The 
training input data is composed of vectors of 
the training set that their dimension is equal to 
the number of input nodes. In training process, 
these vectors are entered into the input nodes. 
Then, the activation value of the input nodes is 
weighted and the sum of them is entered to the 
hidden nodes by an activation function. Values 
in the hidden nodes become an input set into 
the nodes in the output layer. Because of using 
supervised learning, the network’s forecasts be 
compared with the correct answers in the 
output layer and the weights be adapted based 
on the resulting of forecasting error by a 
method called gradient decent algorithm. The 
training algorithm are continued until we “find 
the weights that minimize some overall error 
measures such as the sum of squared errors or 
MSE” (8). In BP networks, there are some 
parameters using the gradient descent 
algorithm. These parameters are learning rate 
and momentum that can be chosen by 
researcher. In this study, we used learning rate 
and momentum at 0.01 and 0.5, respectively. 
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The network architecture 
In designing the MLP network, we must 
determine the number of nodes in each layer. 
The selection of these parameters has no defined 
algorithm and depends on the type of research. 
In some methods like regression, the number of 
input nodes is considered equal to the number of 
independent variables. In time series data, we 
have a sequence of observations during the time 
that make difficult the selection of the number of 
input nodes. The number of hidden nodes in its 
layer has no specific selection algorithm. Based 
on forecasting horizon, the output nodes can be 
one or more. In one-step-ahead forecasting, 
there is one output node and in multi-step-ahead 
the number of output nodes can be one or more. 
We used the multi-step-ahead forecasting with 
one output node in the output layer. We tested 
various numbers of input and hidden nodes, and 
then selected the best of them. An ANN (i,h,o), 
describes a network with i input nodes, h hidden 
nodes, and o output nodes (Figure 1). 
 

 
Figure 1. A typical atypical feed forward neural 
network with one hidden layer 

 
Activation function 
Activation or transfer function determines the 
relationship of inputs and outputs of a node by 
introducing a degree of non-linearity. There are 
some activation functions such as sigmoid 
(logistic), hyperbolic tangent (tanh), tansig, and 
linear. Different functions were tested in our 
MLP network, and then we selected the best one. 
 
ANN method to time series modeling 
For fitting a single hidden layer feed forward 
network for time series modeling the following 
formulation is used: 

q p

t 0 j 0j ij t 1 t
j=1 i=1

y =α + α g β + β y +ε−
 
 
 

∑ ∑
      (4) 

 

where αj and βij are the model parameters or 
arcs weights. p is the number of input nodes and 
q is the number of hidden nodes. This model has 
one output node in the output layer. After fitting 
the model, the network performs the following 
function mapping: 

( )t t 1 t 2 t p ty =f y , y , , y , w ε− − − +K

      (5) 
 

where (yt−1, yt−2,…, yt−p) are the past 
observations; yt is the future value; w is a vector 
of parameters; and f is a function determined by 
the network. “Thus, the neural network is 
equivalent to a non-linear AR model” (1). 

We fitted the ARIMA models and chose the 
best one with the minimum of MSE, Akaiki 
information criteria (AIC), Bayesian information 
criteria (BIC), and corrected AIC (AICc). Then, 
we built the networks with different numbers of 
input and hidden nodes, different activation 
functions in hidden and output layers, and 
different sizes of training and testing sets. The 
best network was selected with the minimum of 
MSE and mean absolute error (MAE). 

All these analyze were performed in 
MINITAB16 software also forecast (10) and 
AMORE (11) packages in R software. 

 
Data set 
The data are the number of deaths caused by 
breast cancer in 105 months in Kerman 
province, collected in the cancer registry of 
Kerman University of Medical Sciences, during 
2005-2013.  

Results 

Time series results 
Non-stationary in variance was concluded from 
the Bartlett test (P = 0.04). The Box-Cox 
transformation (λ = 0.28) used to make the data 
stationary in variance. The time series plot 
shows that the mean of the data approximately is 
constant over the time, but we fitted ARIMA 
models with and without differencing on data for 
choosing the best one (Figure 2). 

Input 

layer 

Hidden 

layer 

Output 

layer 
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The ACF and PACF of the transformed data 
were plotted to detect the order of potential 
ARIMA models. Some ARIMA models were 
diagnosed, so we fitted these models and 
obtained the overall measures of accuracy 
(Table 1). 

According to the table 1, the best ARIMA 
model based on MSE was ARIMA(1,0,1) or 
ARMA(1,1) and based on AIC, AICc, and BIC 
was ARIMA(0,1,1). We used these models for 
comparing with the best network of ANNs 
method. The goodness of fit of these models 
checked. The ACF and PACF of residuals had 
no problem, and there was the normality of 
residuals. The fitted models are as follow: 

 

ARIMA(0,1,1): yt = 0.9112 εt−1        (8) 
 

ARMA(1,1): yt = 1.46−0.46 yt−1−0.57 εt−1   (9) 
 
Neural networks results 
As mentioned earlier in the method section, we 
tested several ANNs with various numbers of 
input and hidden nodes and different activation 
functions for the hidden and output layer. We 
applied sigmoid, tansig, and linear functions as 
the hidden and output activation functions. 

Table 2 shows best models of ANNs with 
various sizes of training and testing set. Models 
with sigmoid and linear function as hidden and 

output activation functions, respectively, were 
the best. Networks with different number of 
input and hidden nodes were applied with these 
two functions. According to the MSE and MAE, 
the networks with 12 nodes in inputs and 6 
nodes in hidden layers are more accurate than 
others. We chose the ANN(12,6,1) network with 
84 and 95 months in training set as the best 
models of ANNs. The accuracy of these models 
in estimating the parameters (training) has no 
large difference in MSE and MAE (Table 2). 

To assess the performance of forecasting we 
forecasted 21 and 10 last observations of data by 
the first two networks of table 2, respectively, 
and then compared with forecasting of the best 
ARIMA model. The results are presented in 
table 3.  

Discussion  

In this research, we compared the accuracy of 
ANN and ARIMA models to forecast mortality 
of breast cancer. As shown in the results, the 
ANN model forecasts were more accurate than 
ARIMA model. By this conclusion, we propose 
that in future studies on breast cancer mortality, 
be used from ANNs for forecasting. Among 
ARIMA models, ARMA(1,1) has better 
performance in forecasting than other models. 

 

 
Figure 2. The plot of seasonal time series for the breast cancer mortality 
 
Table 1. Best ARIMA models of breast cancer mortality 
Model MSE AIC AICc BIC 
ARIMA(1,0,1) 0.5302 239.38 239.78 250 
ARIMA(0,1,1) 0.5522 239.15 239.27 244.14 
ARIMA(1,1,1) 0.5516 241.07 241.31 249.01 
ARIMA(2,1,1) 0.5416 241.11 241.51 251.68 
ARIMA(3,1,1) 0.5415 243.09 243.7 256.31 

ARIMA: Auto regressive integrated moving average, MSE: Mean squared errors AIC: Akaiki information criteria, BIC: Bayesian information 
criteria, AICc: Corrected Akaiki information criteria 
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Table 2. Best networks of breast cancer mortality 

Model Train/test sizes Train 
MSE MAE 

ANN(12,6,1) 84/21 0.0003 0.0131 
ANN(12,6,1) 95/10 0.0002 0.0087 
ANN(12,12,1) 89/16 0.001 0.0254 
ANN(12,12,1) 95/10 0.001 0.0261 

ANN: Artificial neural networks, MSE: Mean squared errors, MAE: Mean absolute error 
 
Table 3. Comparison between the performance of the ARIMA and ANNs in forecasting 

Model 10 points ahead 21 points ahead 
MSE MAE MSE MAE 

ARIMA(1, 0, 1) 0.489 0.587 0.475 0.540 
ARIMA(0, 1, 1) 0.601 0.630 0.597 0.616 
ANN(12, 6, 1) 0.030 0.014 0.0004 0.013 

ARIMA: Auto regressive integrated moving average, ANN: Artificial neural networks, MSE: Mean squared errors, MAE: Mean absolute error 
 

According to the table 2, the accuracy of 
ANN models in estimating the parameters 
(training) has no large difference in MSE and 
MAE, but they were more accurate than ARIMA 
models in parameter estimating. 

The performance of ANNs models in 
parameter estimating and forecasting is better than 
ARIMA model, and there are large differences in 
MAE and MSE between two methods. 

This conclusion is as same as many 
researches in various fields that ANN methods 
had better performance than traditional methods. 
Lachtermacher and Fuller that investigated on 4 
stationary river flow and 4 non-stationary 
electricity load data and concluded that ANNS 
have a slightly better overall performance than 
ARIMA in stationary data and much better in 
non-stationary (12). Kohzadi et al. compared 
these methods for US monthly live cattle and 
wheat cash prices and resulted that the neural 
network forecasts were considerably more 
accurate than those of the traditional ARIMA 
models (13). Caire et al. concluded that ANNs 
are hardly better than ARIMA for the one-step-
ahead forecast in one electric consumption data 
(14). Furthermore, Kang (15), Sharda and Patil 
(16), Portugal and de Pós-Graduação (17), 
Chakraborty et al. (18) show that ANNs were 
more accurate than traditional ARIMA models. 

The ARIMA models have larger MSE and 
MAE in parameter estimating and forecasting 
than the best ANNs model. Thus, it seems that 
the breast cancer mortality has a non-linear 
pattern, and the ANNs approach can be more 
useful and more accurate than ARIMA method. 
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