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Background & Aim: In many medical studies, one data set is used to construct the model, and to 
test its performance. This approach is prone to over optimization, and leads to statistics with low 
chance of external validity. Data splitting can be used to create training and test sets but the cost is 
reduction in power. The aim of this study was to demonstrate the ability of bootstrap aggregating 
(bagging) in improving performance of classification and regression tree (CART) models. 
Methods & Materials: CART was applied on a sample of 404 subjects, to identify the factors that 
encourage people to change their body shape by cosmetic surgeries. Comparing known status of 
subjects with predicted group, sensitivity and specificity of models were compared. Firstly, all data was 
used to construct the tree and to test its performance. Secondly, model was fitted on half of data and 
tested on the second half. Thirdly, bagging was applied in which we drew 100 bootstrap samples. 
Using each bootstrap data, a tree was constructed and its performance was tested on the unselected 
subjects. Final group prediction for each subject was determined following majority voting. 
Results: When the whole data was used the overall accuracy was 59%. In the test data set and 
bagging, accuracy reduced to 53% and 56%. Corresponding figures in terms of sensitivity were 
60%, 52%, and 55%, respectively. 
Conclusion: Bagging corrected performance estimates for over optimization. Bagging method 
produces statistics which has higher chance for external validity. 
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Introduction1 

In medicine and epidemiology, simple 
decision rules are required to classify the 
patients into risk groups. For example, a breast 
cancer surgeon needs some rules to divide the 
patients into low versus high risk groups in 
terms of risk of recurrence. Such rules assist in 
treatment selection and care optimization (1). 
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As an example, in the case of breast cancer, 
Nottingham Prognostic Index (NPI) has been 
proposed (2). In development of this index, 
regression models were applied. This index 
combines stage, grade, and size of tumor and 
calculate a simple risk score. Based on this 
model, patients are classified into low, 
intermediate, and high risk groups. This model 
has been validated in several independent 
studies (3-5), and now is one of central tools in 
treatment selection and management of patients. 

Two main criteria that affect the practicality 
of diagnostic or prediction rules are simplicity 
and external validity (i.e. stability in fresh 
samples). Tree-based models (TBM) are 
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alternative to regression models which are 
popular tools that give easily interpretable rules 
for decision making (6). However, to be useful 
in practice, stability should be of concern. To 
show the performance of TBM, some measures 
of performance such as sensitivity and 
specificity is required. It has been shown that 
TBM models are sensitive to small changes in 
data set, and therefore suffer from instability (7). 
It means that when rules derived from one data 
set are applied to an independent data set, its 
performance statistics (e.g. sensitivity and 
specificity) usually declines. 

In majority of published manuscripts, authors 
fit their model on an empirical data set, and then 
test its performance on the same data set. It has 
been argued that to assess the performance of 
models, an independent sample is needed to 
avoid overoptimistic results (8). 

In model development and performance 
assessment, if possible, two data sets are 
required: one for model fitting (known as 
training set) and one for performance assessment 
(known as test set). However, in most cases it is 
not possible to collect two independent data sets. 
Instead, researchers might randomly divide their 
data set into two parts. This approach can tackle 
the problem of over-optimized statistics, but 
ultimately affects the sample size and power.  

Cross-validation (CV) is another tool. In ten-
fold CV, the data set will be divided to 10 equal 
parts. At each step, one part is considered as test 
set. The model is developed on the rest of data 
and is tested on the removed part. This method 
does not reduce the sample size, but bootstrap 
method has been established as the best tool in 
assessment of model performance (9). 

The main idea behind bootstrap is to resample 
with replacement from the original data. If we 
resample from the original data, say 100 times, 
we can explore variations in results due to minor 
changes in the data set. Therefore, some measures 
of model stability are in hand (10). 

Recent developments have suggested 
bootstrap aggregation (bagging) of results. It 
means that, to control over-optimization, mean 
of measures of association and performance (e.g. 
odds ratio and sensitivity) across 100 data sets 
can be reported. A modified version of bagging 

suggests assessing the performance on subjects 
not selected at each bootstrap sample. 

In this manuscript, our goal is to explore the 
problem of over-optimized statistics in TBM, and 
to address the practicality of bagging methods to 
calculate more realistic performance statistics. To 
do so, we used an empirical data set so as to 
reveal characteristics that persuade subjects to 
change their body shape via surgery methods. 

Methods 

Sampling 
In the initial study, a multistage sampling 

was adopted (11). The total sample size was 
1204. In each household, only one subject was 
interviewed. This was done to ensure 
independency of samples, and to avoid similarity 
between subject's characteristics within 
households. The initial study was approved by 
the Medical Thesis and Ethical Committee of the 
Kerman Medical Sciences University. All of 
participants signed informed consent. 

In the initial study, 202 subjects experienced 
surgical procedures for body change. In the 
current study, we randomly selected 202 control 
subjects to make a balanced dataset. Therefore, 
total sample size in current study was 404.  

Dependent and independent variables 
The dependent variable was whether subjects 

had any surgical operation to change their body 
shape (yes, no). Independent variables include 
demographic characteristics, socio economic 
status (SES), body mass index (BMI), media 
pressure, Physical Appearance Comparison Scale 
(PACS), Body Esteem Scale, Perceived Socio-
Cultural Pressure (PSCP), Body Dissatisfaction 
(BD), and Rosenberg Self-Esteem (RSE) scale. 
These variables were measured using standard 
and validated questionnaires (12-20). 

Imputation of missing data 
Missing rate ranged from 0.2% (for age 

variable) to 16% (for PSCP variable). Before 
statistical analysis, missing data were imputed 
using Expectation Algorithm (21). 

Construction of TBM 
TBM explores the data so as to find the 
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variable and cut-off that best separates subjects 
in terms of outcome of interest. All variables 
with all possible cut-offs will be applied to find 
the optimum variable/ cut-off. The aim is to 
divide the patients into nodes with maximum 
homogeneity within nodes, and maximum 
heterogeneity between nodes. Gini index was 
used as a measure of homogeneity. To avoid an 
over-fitted tree, minimum sample size in parent 
and child nodes were set at 60 and 30. In 
addition, the one Standard Error (SE) rule was 
applied to select the optimal tree (22, 23). 

Assessment of performance  
Indicators used to assess the performance of 

TBM model were sensitivity, specificity and 
overall accuracy. To do so, predicted group 
based on TBM model was cross-tabulated versus 
real group membership, as shown in Table 1. 
The sensitivity, specificity, and overall accuracy 
were defined as follows: 

Sensitivity = 
��

�����
            (1)  

Specificity = 
��

�����
            (2)  

Overall Accuracy = 
�����

������	��	�
          (3)  

 
Table 1. Cross classification of subjects based on 
prediction by Tree-based models (TBM), and real 
group membership 

Group membership Real group 
Positive Negative 

Prediction 
based on 
TBM 

Positive 
True positive 

(TP) 
False positive 

(FP) 

Negative 
False negative 

(FN) 
True negative 

(TN) 
 
At the first step, whole data was used in 

construction of tree. Then the rules were applied 
on the same data and sensitivity, specificity, and 
overall accuracy were calculated. 

Secondly, the dataset was randomly divided 
into training and test sets. TBM was constructed 
using training set. Derived rules were applied on 
the test set and measures of performance were 
computed.  

Finally, bagging was applied. We draw a 
sample with replacement from the original data, 
with sample size equal to that of original sample. 
TBM was constructed on this sample and its 

performance was checked on subjects not being 
selected. This process was repeated 100 times. It 
has been shown that, in average, each subject 
will be selected in 63% of samples. Therefore, 
group membership was approximately 
determined 37 times for each subject. Final 
group membership for each subject was defined 
based on majority system.  

Results 

Mean age in both groups was about 30 years 
old. Comparing characteristics of two groups, 
significant differences were seen in terms of 
PSCP and PACS (Table 2). Mean score in the 
control group was significantly lower than the 
case group. 

 
Table 2. Comparison of characteristics of subjects who 
experienced/ did not experience surgical procedures 
Variable Yes No P-value 

Mean SD Mean SD 
Age 29.94 9.25 30.84 10.3 0.35 
BMI 22.41 3.84 22.2 4.55 0.61 
PSCP 16.95 8.04 14.82 7.01 0.005 
PACS 11.29 4.44 10.25 4.59 0.021 
BD 0.36 1.37 0.43 1.23 0.59 
RSE 5.59 4.43 6.12 4.48 0.23 
BEA 26.7 6.4 27.23 6.15 0.4 
BEAT 16.33 4.10 16.14 3.8 0.63 
BEW 24.06 6.56 24.94 6.2 0.16 

BMI: Body mass index; PSCP: Perceived Socio-Cultural Pressure; 
PACS: Physical Appearance Comparison Scale; BD: Body 
Dissatisfaction; RSE: Rosenberg Self-Esteem; BEA, BEAT, and 
BEW are three aspects of body steam. 
 

Variables contributed in construction of the 
tree were gender, economic status, and PSPS 
(Figure 1). In total, 5 terminal nodes were 
defined. Majority of females in low economic 
status did not experience surgical procedures (82 
out of 141). On the other hand, 65% of females 
who were in high economic group experienced 
the surgical procedure (70 out of 107). 

Interestingly, only 47% of males with good 
economic conditions changed their body shape 
(29 out of 61). For the males with low economic 
status, PSCP score was the dominant factor. 
Fifty four percent of those with PSCP score 
above 12 changed their body shape and 63% of 
those with PSCP score under 12 did not change 
their body shape by surgical procedures.  
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Figure 1. The classification and regression tree on whole data  
At each node, the group with the highest percentage was considered as the predicting group. 

 
Once the whole dataset was used as training 

and testing, sensitivity was 60%. About 13% 
reduction was seen in test set (52% versus 60%). 
Bagging was able to produce statistics, at 55%, 
which was closer to the one produced in test set. 
Results were the same in terms of specificity and 
overall accuracy (Table 3). Six percentage point 
difference between accuracy statistics derived 
from training and test sets observed (59% vs. 
53%). However, this difference was halved 
when bagging was applied (56% versus 53%).  

 
Table 3. Comparing the results of the Bagging model 
and the classification and regression tree (CART) 
Performance 
assessed on 

Sample 
Size 

Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

Training set 404 60 58 59 
Training set 202 60 58 59 
Test set 202 52 54 53 
Bagging sets 404* 55 56 56 
* In each of 100 Tree-based models (TBM) models. 

Discussion  

Using one single dataset to fit the model and 
to assess its performance leads to over optimized 
statistics. In this study, we addressed whether 
bagging methods can correct this over 
optimization. According to our findings, when 
training and test sets were the same, the overall 
accuracy of CART model was 59%. This figure 
was reduced to 53% when the performance was 
checked on a test set. Bagging provided statistics 
which was close to the values derived on test set. 
Similar conclusions were made in terms of 
sensitivity and specificity. 

Edeki and Pandya compared the performance 
of decision tree model and bagging model in 
prediction of breast cancer survival in 15194 
patients. They reported a total prediction 
accuracy of 68.8% for bagging model with the 
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whole data, and 70.2% for the decision tree 
model with the whole data (24). 

Sabzevari et al. compared the performance of 
CART model and bagging. This study was 
carried out with 250 observations as training 
dataset and 70 as test dataset. The results of this 
study indicated that the accuracy for training 
dataset in CART model was 76%, and for test 
dataset it was 69%. However, the prediction 
accuracy for the bagging model was observed to 
be 72% for the test dataset (25). 

A study was carried out by Mochizuki and 
Murakami to compare the accuracy of tree models 
in classification of maps for environmental lands in 
Niigata, Japan. It was demonstrated that CART 
model has a poor performance compared with data 
mining models such as bagging. The total accuracy 
of CART model was reported 57% for the test 
dataset and 65% for bagging model with 500 
bootstrap samples (26). 

Tan and Gilbert carried out a study for cancer 
classification, in which bagging and decision 
tree methods were used on 7129 genes. Also, 
10-fold cross-validation was used to evaluate 
models’ performance. The accuracy of bagging 
model and decision tree model were both 
observed to be 91% (27). 

In a study by Hu et al., 12533 observations 
were done about lung cancer to compare decision 
tree model and bagging model. The performance 
evaluation of the fitted models was carried out by 
the 10-fold cross-validation. The estimated 
accuracy of decision tree model and bagging 
model were 95% and 97%, respectively (28). 

Sujatha and Usha Rani compared the 
classification performance of CART tree model 
and bagging model in 339 patients suffering 
from tumors and 10-fold cross-validation was 
used to evaluate models’ performance. CART 
model accuracy was 75% while the accuracy of 
bagging model was 80% (29). 

Asha et al. compared classifying methods 
related to tuberculosis such as bagging and 
decision trees, which classified this disease in 
700 patients into two groups: pulmonary 
tuberculosis (PTB) and retroviral PTB. In this 
study, the accuracy of decision trees 
classification was evaluated by 10-fold cross-

validation, which revealed the accuracy for 
bagging algorithm to be 98% and for decision 
tree to be 92% (30). 

Jelinek et al. compared the decision tree and 
bagging for diagnosis of coronary autonomic 
neuropathy using a sample of 2500 patients. The 
10-fold cross-validation was applied in order to 
avoid over fitting. The resulting accuracies of 
decision tree and bagging were 96% and 98%, 
respectively (31). 

Salari et al. conducted a study on 809 people to 
classify acute coronary syndrome. Dividing the 
data to form training and test datasets was repeated 
1000 times. Bagging model was applied with 1000 
bootstrap samples. The total prediction accuracy of 
the decision tree for the test dataset was 76%, and 
that of bagging was 81% (32). 

Alizadeh et al. compared the data mining 
algorithms for diagnosis of coronary artery 
disease in 303 patients. To evaluate the models, 
the 10-fold cross-validation was applied. Their 
findings indicate that the diagnosis of left anterior 
descending artery stenosis by bagging algorithm 
is more accurate, which is 76% for bagging and 
73% for decision tree (33). 

Tree models are method which provide 
different results if we use their results on 
independent data. The advantage of using 
bagging algorithm over decision tree is that the 
results obtained from bagging model are close to 
future results obtained from independent data by 
the same model. Thus bagging model produces 
more consistent results. 

For further studies, it is recommended that if 
the size of data is large, combined tree models 
such as bagging will definitely provide better 
and more general results. In studies with small 
sample sizes, cross-validation can refine the 
results. In the present study, other variables 
could also be entered into the model, in which 
case, if these variables were correct and precise, 
better results could be expected about reasons 
for tendency toward cosmetic surgery. 

Bagging model prevents over fitting of tree 
models due to its use of bootstrap samples, 
which it extracts from the original data. 
Therefore, it could be helpful to make use of this 
model’s function for independent data.  
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