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ARTICLE INFO ABSTRACT

Introduction: Recurrent event data, as a generalization of survival data, are frequently observed in various
areas of medical research, including sequential hospitalizations in patients with schizophrenia. As experiencing
multiple relapses during schizophrenia can have many implications, such as self-harm or harm to others, loss
of education or employment, or other adverse outcomes, identifying and determining the most critical factors
related to relapses in this disorder is essential. This study aimed to utilize heuristic approaches for selecting
predictor variables in the field of recurrent events with an application to schizophrenia disorder.

Methods: A two-step algorithm was employed to apply a combination of two variable selection methods,
recursive feature elimination (RFE) and genetic algorithm feature selection (GAFS), and four modeling
techniques: Gradient boosting (GB), artificial neural network (ANN), random forest (RF), and support vector
tion; machine (SVM) to simulated recurrent event datasets.

Deviance residual; Results: In most simulation scenarios, the results indicated that the combination of RFE and RF applied to
Recurrent event datasets; the deviance residual (DR) outperforms the other methods. The RFE-RF-DR selected the following predictor
Variable selection; variables: Number of children, age, marital status, and history of substance abuse.
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Schizophrenia Conclusion: Our findings revealed that the proposed machine learning-based model is a promising technique
for selecting predictor variables associated with a recurrent outcome when analyzing multivariate time-to-
event data with recurrent events.

Introduction such as medical studies.? For instance, the

majority of schizophrenia patients experience

In recurrent event datasets, events occur more
than once for each subject. In other words, the
occurrence of an event does not remove the
subject from the risk set after that.! These data
types are frequently used in different areas,
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frequent recurrences of symptoms during the
illness. There are several severe implications
for recurrences of symptoms of this chronic
and disabling illness, such as self-harm or
harm to others, jeopardizing employment or

©00

Copyright © 2023 Tehran University of Medical Sciences. Published by Tehran University of Medical Sciences.
This work is licensed under a Creative Commons Attribution-NonCommercial 4.0 International license (https://creativecommons.org/licenses/by-nc/4.0/).
Noncommercial uses of the work are permitted, provided the original work is properly cited.




Arayeshgari M.

Vol 9 No 1 (2023)

Variable Selection for Recurrent Events Using Heuristic ...

education status of the patients, and biological
threats (for example, returning to the previous
level of function may not be possible for some
patients).> Tumor recurrences after surgeries,
successive heart attacks, asthma attacks,
and epileptic seizures are other examples of
recurrent event datasets.' 2

Typically, there are many candidate predictor
variables when we want to model response
variables. However, there is often no prior
knowledge of which variables should be
entered into a statistical model. In addition to
making model training expensive and limiting
the model's interpretability, non-informative
or redundant features can significantly lower
the performance of prediction models. Various
methods for selecting predictor variables are
available such as recursive feature elimination
(RFE), and genetic algorithms feature selection
(GAFS)whichcanbeusedtogetherwithmachine
learning methods. While GAFS searches for
the best maximum number of generations, RFE
searches for the best subset size. Recognizing
and removing the uninformative features
are frequently contingent on the learning
algorithms used.* Therefore, the comparison
of different variable selection methods may
provide us with valuable information about the
ability of different statistical models in terms
of selecting important predictor variables and
correctly predicting new data.

In the last few decades, machine learning
theories have been used extensively to extract
proper knowledge from a wide variety of
problems with vast amounts of information.’
Popular methods of machine learning, such
as the artificial neural network (ANN) and
support vector machine (SVM), can utilize to
select informative explanatory variables, but
they cannot be applicable to recurrent events

data directly. Despite the extensive application
and development of machine learning models
for analyzing different outcomes, including
time to a predefined event (single survival
outcome), few attempts have been made to
extend machine learning methods in analyzing
multivariate survival data. For example, a
two-step algorithm has been introduced to
deal with this restriction of recurrent event
datasets.6 In this algorithm, in the first step, for
each subject, different types of residuals (risk
indices) are obtained by fitting a Cox model
without any covariates (null model). In the
second step, residuals are used as outcomes in
gradient boosting (GB) and random forest (RF)
algorithms.

As the performance of machine learning
methods for different outcomes is data-
dependent, investigating and comparing
different techniques for various data is vitally
important. In the present study, we used the
same two-step algorithm proposed by Duan and
Fu, with the difference that instead of estimating
the correct order of variables' importance, we
conducted a simulation study to compare four
machine learning models (GB, ANN, RF, and
SVM) in terms of selecting predictor variables
(using RFE and GAFS methods) and their
predictive power based on selected variables.
In addition, we used the most performed
combination of machine learning and variable
selection methods applied to risk indices for a
real data set related to the rehospitalization of
patients with schizophrenia disorder.

Materials and Methods
Risk Indices

We need a single summary statistic (risk
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indices) for the response variable of each
subject to apply machine learning methods such
as GB to recurrent events data. Before stating
risk indices, we begin with some notations.
Consider n independent subjects experiencing
several events over a time course (i.e., recurrent
events). Thus, for the 1 th subject, the counting
process

N, = I(T, AC, <1)
j=1

is defined which is a stochastic process that
accounts for the number of cumulative events
over the [0, t] interval, where Tij and C, stand for
the j th event time and individual’s censoring
time, respectively. Then, the intensity function
of this recurrent event counting process for
subject 1 can be defined as

P{N,(t,t+ds)=1|3}

ﬂ“i(t):}in(l)
/5—> d.S,' (1)
=Y.(O 4 () expif'Z,(0)}

Where N. (t, t + ds) denotes the number of
events that occur over the 3 [t, t +ds] interval
for the 1 th subject, and (c-algebra) represents
all that occurred up to time t. Y, (t) indicates a
predictable process that gets a value of 1 if the
i th subject is under observation at time t and 0
elsewhere. The baseline intensity function and
regression coefficients vector are represented
by A,(.) and g, respectively, and also for
the 1 th subject, a covariate process with p
dimensions is shown with Z_ (t).

Three risk indices will be introduced in the
following sections. A higher value of the
risk indices represents a higher chance of
experiencing more events during a certain
period of time.

Martingale Residual (MR)

The martingale residual for the ith subject, over
[0, t] time interval, is defined as the difference
between the counting process and the integrated
intensity function.” Now, in recurrent event
datasets,

M,(z)=N,(z)-"" A,(z)

indicates the martingale residual for the i th
subject. Here, 1is the last observation time for
subject, 7 is the maxiznum partial likelihood
estimator for B and A,(z;) is the Breslow
estimator® ° for the baseline cumulative mean
function Ao(ri). Henceforth, the covariate
Z. is assumed not to be time-dependent. The
risk index will be derived from the martingale
residual by fitting a null model on the intensity

function (1) stated in section 2.1:

M, =N,(t)-A,(z) (2)

M . was replaced with M;(%;) to show the risk
index.

Adjust Martingale Residual (AMR)

We can standardize equation (2) to adjust the
martingale residual:

M.a — Ni(Ti)_AO(Ti)

l \ Ao (7)) ©

The asymptotic distribution of this modified
residual is independent of time Ti 8

Deviance Residual (DR)
Unlike residuals in linear models, martingale

residuals are not symmetrically distributed
around zero. To obtain symmetry, deviance
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residuals which are simply a normalizing
transformation of the martingale residuals,
are sometimes used.'® For the ith subject, the
deviance residual ( Di1 ) is the square root of the
deviance ( D,) augmented by the sign of the
martingale residual ( M )

D! =sign(M,)x\[D,  (4)

where
+1 M,.>0
sign(M)=10 M, =0
-1 M, <0
and

Equations 2, 3, and 4 are called risk indices.

Variable Selection Methods
Recursive Feature Elimination (RFE)

RFE is a backward selection algorithm.!' In
this method, in order to rank the variables from
most important to least, a measure of variable
importance is calculated after the full model has
been fitted. The model is rebuilt after repeatedly
eliminating the least important predictors at each
search step. The objective function is calculated
for a new model after it has been built. After
repeating this process for some predefined
sequences, the final model is created using the
subset size that corresponds to the highest value
of the objective function."

Genetic Algorithms Feature Selection
(GAFS)

It has been demonstrated that a genetic

algorithm (GA), which relies on population
biology's evolutionary principles is successful
in finding optimal solutions for complicated,
multivariate functions. Feature selection is also
a challenging optimization issue in which we
look for the set of features that will produce
the best possible prediction of the response. In
the context of feature selection using GA, the
length of the chromosome, a binary array, is
equal to the number of predictors in the data
set. The existence or lack of each predictor in
the data 1s represented by a binary record on
a chromosome, or gene. The model uses the
variables suggested by the binary vector to
calculate the chromosome's fitness. Therefore,
among the 2" various combos of predictor
sets, GAs are charged with finding optimal
solutions."

Two-step Algorithm
Step #1

a) Fit a model without any covariates on the
intensity function of recurrent event datasets:

A]3,) = 4@0) =Y, () A @) exp(B'Z,) = Y, (1) A, (1)
)

b) Estimate the baseline intensity function by
the Breslow estimator.

¢) Obtain risk indices including MR, AMR, and
DR from the fitted model for each subject.

Step #2

Apply RFE-GB, RFE-ANN, RFE-RF, RFE-
SVM, GAFS-GB, GAFS-ANN, GAFS-RF,
and GAFS-SVM to risk indices generated from
step 1 in order to select informative predictor
variables and assess models' predictive power.
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Evaluation Metrics

The suggested predictive models were
quantitatively assessed using some performance
measures, including sensitivity, specificity,
total accuracy, and root-mean-squared error
(RMSE) as follows:

TP
Sensitivity = —— 6
4 TP+ FN ©)
TN
Specificity =—— 7
P Y TN + FP ™
TP +T.
Total Accuracy = IV ®)
TP+FP+TN +FN

1 .
RMSE = ;Z(yi—yi)2 9)
i=1

Where a false positive (FP) indicates non-
informative variables that were incorrectly
identified as informative, a true positive (TP)
indicates informative variables that were
correctly diagnosed as informative, a true
negative (TN) indicates non-informative
variables correctly identified as non-
informative, and a false negative (FN) indicates
informative variables incorrectly identified
as non-informative. In addition, n denotes
the total number of data points. The output
values, denoted as )A;l. , represent the predicted
values generated by the model, while the real
values, denoted as )A/l. , are the true values of the
response variable.

Software

Statistical analysis was performed using
R-4.2.1 software by several packages
such as simrec, caret, kernlab, gbm, plyr,
randomForest, and nnet.

Simulation Study

We set up 20 different scenarios to carry out
the simulation study to evaluate and compare
the performance of different combinations
of machine learning and variable selection
methods applied to different risk indices.
In the simulation study, we generated 50
data sets with sample sizes of 300 and nine
covariates. Three out of nine covariates
were considered effective (informative). All
covariates were generated from the standard
normal distribution. We used four different sets
of coefficient values ((2,1.2,0.6,0,0,0,0,0,0),
(1.9,1.5,1.3,0,0,0,0,0,0),
(1.9,1.5,0.1,0,0,0,0,0,0), and
(1,0.8,0.1,0,0,0,0,0,0)). The event time and
individual censoring time were generated
from an exponential distribution and a uniform
distribution, respectively. The censoring rate
was set to 0, 0.2, 0.5, and 0.8. We assumed
patients were followed up for a maximum of
three years from the onset of the study. Each time
the simulation data was generated, we used the
70/30 proportion to split the data into training
and test set. Then, the 10-fold cross-validation
strategy was performed on the training set to
optimize the tuning parameters of machine
learning methods and compute sensitivity,
specificity, and total accuracy. Furthermore, in
order to compare the prediction of the models,
we used the test set to calculate the RMSE.

Simulation Results

Evaluation metrics based on different machine
learning and variable selection methods for
each risk index are provided in Tables 1 to 6
(for a 1-year and 3-year follow-up). According
to Tables 1 and 2, the method of RFE-RF-MR
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(recursive feature elimination and random
forest algorithm applied to martingale residual)
gave the most considerable
specificity, total accuracy, and smallest RMSE
in 5, 12, 12, and 6 scenarios, respectively.
In addition, RFE-GB-MR provided smaller
RMSEs in 12 scenarios; however, the values
of RMSE in these cases for RFE-RF-MR
were not so different from those for RFE-
GB-MR. Similarly, according to Tables 3

sensitivity,

to 6, in most scenarios, RFE-RF-AMR and
RFE-RF-DR performed well in the evaluation
metrics. Finally, RFE-RF-DR, with the most
considerable value for sensitivity, specificity,
and total accuracy in most scenarios, was
recognized as the best method compared to
RFE-RF-MR and RFE-RF-AMR. On the other
hand, most of the scenarios showed that the
GAFS method performs well only in terms of
sensitivity (Tables 1 to 6).

Table 1. Evaluation metrics for different combinations of machine learning and variable selection methods applied to martingale

residual with a 1-year follow-up

Non zero

Method S C . No.V Sensitivity Specificity TA RMSE
coefficients

RFE-GB-MR 1 0 2,1.2,0.6 4.40+1.95 1.00+0.00 0.76£0.32  0.84£0.21  0.75+0.10
2 0 19,1513  4.15+1.87 1.00+0.00 0.80+0.31 0.87+0.20  0.86+0.08

3 0 1.9,1.5,0.1 2.85+1.75 0.71£0.12 0.88+0.24  0.82+0.14  0.77+0.07

4 0 1,0.8,0.1 3.05£1.66  0.70£0.10 0.84£026  0.79£0.17  0.64+0.04

5 02 2,1.2,0.6 3.70£145  0.96+0.10 0.86+0.23 0.90+0.15  0.77+0.07

6 02 191513  3.95+1.31 1.00+0.00 0.84+0.21 0.89+0.14  0.83+0.07

7 02 19150.1 2.85¢1.49  0.7340.13 0.89+0.21 0.83+0.12  0.76+0.07

g8 02 1,0.8,0.1 3.45+£2.13 0.76+0.15 0.80£0.29  0.79£0.16  0.65+0.05

9 08 2,1.2,0.6 3.95£1.76  0.96+0.10 0.82+0.27  0.87+0.18  0.72+0.08

10 08 19,1513  4.25£1.83 1.00+0.00 0.79£0.30  0.86£0.20  0.77+0.09

11 08 191501 2.60+1.18  0.71+0.12 0.9240.16  0.85£0.10  0.70+0.09

12 08 1,0.8,0.1 420+2.60  0.83+0.17 0.71£0.37  0.75£0.21  0.58+0.05

RFE-ANN-MR 1 0 2,1.2,0.6 4.75+1.94  0.98+0.07 0.70+0.31 0.79£0.20  1.62+0.16
2 0 19,1513  3.95+1.60 1.00+0.00 0.84+026  0.89+0.17  1.79+0.16

3 0 1.9,1.5,0.1 3.00+1.41 0.70+0.10 0.85+0.22  0.80£0.15  1.63+0.16

4 0 1,0.8,0.1 4.00+2.36  0.76+0.15 0.71£0.33 0.73£0.18  1.07+0.06

5 02 2,1.2,0.6 4.35+1.63 0.96+0.10 0.75£026  0.82+0.17  1.52+0.13

6 02 191513  4.15+1.30 1.00+0.00 0.80+0.21 0.87+0.14  1.63+0.15

7 02 19150.1 3.30£1.86  0.71+0.12 0.80£0.28  0.77£0.18  1.48+0.10

8 02 1,0.8,0.1 410+1.74  0.80+0.16 0.71£0.25  0.74£0.16  1.02+0.06

9 038 2,1.2,0.6 485+1.89  0.96+0.10 0.67£029  0.77£0.18  1.16+0.14

10 08 191513  5.00£1.74 1.00+0.00 0.66+0.29  0.77£0.19  1.26+0.14

11 08 1.91.5,0.1 3.95+1.84  0.80+0.16 0.74+0.26  0.76+0.15  1.16+0.13

12 08 1,0.8,0.1 4.60+2.28  0.85+0.17 0.65+0.31 0.7240.17  0.79+0.06

Values are presented as mean+SD
S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error;
RFE-GB-MR, Recursive feature elimination and gradient boosting algorithm applied to martingale residual; RFE-ANN-MR,
Recursive feature elimination and artificial neural network algorithm applied to martingale residual,;
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Table 1 (continued)

Method S C Non zero No.V Sensitivity  Specificity TA RMSE
coefficients
RFE-RF-MR 1 0 2,1.2,0.6 3.15£0.74  0.98+0.07 0.96+0.11 0.97£0.07  0.74+0.08
2 0 19,15,1.3  3.00£0.00 1.00£0.00 1.00£0.00 1.00+0.00  0.87+0.08
3 0 1.9,1.50.1  2.05+0.22  0.68+0.07 1.00£0.00  0.89+0.02  0.77+0.07
4 0 1,0.8,0.1 3.85£2.27  0.76£0.15 0.74£0.31 0.75£0.17  0.66+0.05
5 02 2,1.2,0.6 3.30+1.55  0.95+0.12 0924024  0.93+0.16  0.78+0.07
6 02 191513  3.00+0.00 1.00£0.00 1.00£0.00 1.00£0.00  0.82+0.07
7 02 191501 205022  0.66+0.00 0.99+0.03  0.88+0.02  0.77+0.08
8 02 1,0.8,0.1 490+£2.88  0.80+0.16 0.58+0.41 0.65£0.24  0.66+0.05
9 038 2,1.2,0.6 435+2.18  0.96+0.10 0.75+0.34  0.82+0.22  0.72+0.09
10 08 191513  3.30£1.34 1.00+0.00 0.95+0.22  0.96+0.14  0.76+0.08
11 08 191.50.1 3.40£1.78  0.76+0.15 0.81£0.24  0.80+0.13  0.71+0.08
12 038 1,0.8,0.1 5254244  0.83+0.17 0.54+0.34  0.63+0.19  0.59+0.05
RFE-SVM-MR 1 0 2,1.2,0.6 4.60+1.81 0.98+0.07 0.7240.29 0.81£0.19  0.73+0.10
2 0 1.9,1.5,1.3 3.30+0.57 1.00+0.00 0.954+0.09 0.96£0.06  0.81+0.09
3 0 1.9,1.5,0.1 2.45+0.68 0.70+0.10 0.9420.11 0.86+£0.08  0.77+0.07
4 0 1,0.8,0.1 4.75+2.84 0.81+0.17 0.61+0.40 0.68£0.23  0.66+0.05
5 02 2,1.2,0.6 4.00£1.68 0.96+0.10 0.8140.26 0.86+0.17  0.78+0.08
6 02 191513  4.05+1.73 1.00£0.00 0.824+0.28 0.88£0.19  0.78+0.07
7 02 19150.1 3.05+1.35 0.70+0.10 0.8440.19 0.79+0.12  0.78+0.08
g8 02 1,0.8,0.1 5.90+2.88 0.88+0.16 0.45+0.42 0.60+£0.25  0.67+0.05
9 08 2,1.2,0.6 3.95+1.53 0.91£0.14 0.80+0.23 0.83£0.15  0.74+0.09
10 08 191513 3.70+1.26 1.00+0.00 0.88+0.21 0.92+0.14  0.75+0.08
11 08 19,1.5,0.1 2.95+1.05 0.76+0.15 0.8940.12 0.85£0.07  0.73+0.10
12 038 1,0.8,0.1 4.40+2.01 0.83+0.17 0.68+0.28 0.73£0.16  0.59+0.06
GAFS-GB-MR | 0 2,1.2,0.6 6.65+£2.15  0.96+0.10 0.37£0.32  0.57£0.20  0.76+0.09
2 0 1.9,1.51.3  7.05£1.39  1.00+0.00 0.3240.23  0.55+0.15  0.87+0.08
3 0 1.9,1.5,0.1 5.05£2.03  0.83+0.17 0.57£0.29  0.66+0.17  0.77+0.07
4 0 1,0.8,0.1 5.65+1.08  0.85+0.17 0.48+0.16  0.60+0.12  0.64+0.04
5 02 21206 6.80+£1.79  0.96+0.10 0.35£0.26  0.55£0.15  0.78+0.06
6 02 191513 7.05+1.84  1.00+0.00 0.3240.30  0.55+0.20  0.84+0.06
7 02 191501 595221  0.86+0.16 0.44+031  0.58+0.17  0.78+0.07
g8 02 1,0.8,0.1 5.85+1.78  0.86+0.16 0.45+0.27  0.59+£0.18  0.65+0.05
9 08 2,1.2,0.6 6.30+£1.75  0.9840.07 0.44+0.27  0.62+0.17  0.73£0.09
10 0.8 19,1513 6.10£1.58  1.00+0.00 0.48+0.26  0.65+0.17  0.77+0.08
11 08 19,1501 6.30+1.97  0.93+0.13 0.41£0.29  0.58+0.18  0.71%0.08
12 08 1,0.8,0.1 6.25+1.48  0.93+0.13 0.42+0.23  0.59+0.16  0.58+0.06

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error;
RFE-RF-MR, Recursive feature elimination and random forest algorithm applied to martingale residual; RFE-SVM-MR,
Recursive feature elimination and support vector machine algorithm applied to martingale residual; GAFS-GB-MR, Genetic
algorithm feature selection and gradient boosting algorithm applied to martingale residual;
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Table 1 (continued)

GAFS-ANN-MR 1 0 2,1.2,0.6 6.00+1.55  0.98+0.07 0.49+0.24  0.65+0.15  1.62+0.16
2 0 1.9,1.5,1.3  6.35+1.46 1.00+0.00 0.44+0.24  0.62+0.16  1.79+0.16
3 0 1.9,1.5,0.1  5.80£1.70  0.80+0.16 0.43+0.25  0.55+0.16  1.63%0.16
4 0 1,0.8,0.1 6.05£2.28  0.75%0.26 0.36+0.30  0.49+0.18  1.07+0.06
5 02 2,1.2,0.6 6.60+1.66 1.00+0.00 0.40+£0.27  0.60+0.18  1.52+0.13
6 02 191513 6.75¢1.61 1.00+0.00 0.37+0.26  0.58+0.17  1.63+0.15
7 02 19,1501 590133  0.88+0.16 0.45+0.22  0.60+0.17  1.48+0.10
8 02 1,0.8,0.1 6.25+1.71 0.83+0.22 0.37+0.23  0.52+0.15  1.02+0.06
9 08 2,1.2,0.6 6.55+1.60  0.96+0.10 0.39£0.24  0.58+0.16 1.16+0.14
10 0.8 19,1513 7.05+£1.35 1.00+0.00 0.32+0.22  0.55+¢0.15  1.26+0.14
11 08 191501 6.00+1.33  0.81+0.17 0.40+£0.23  0.54+0.17 1.16+0.13
12 0.8 1,0.8,0.1 5.70£1.89  0.78+0.22 0.44+0.26  0.55+0.16  0.80+0.06
GAFS-RF-MR 1 0 2,1.2,0.6 6.15+1.84  0.95+0.12 0.45+0.27  0.61+0.17  0.78+0.09
2 0 1.9,1.5,1.3  5.85+1.18 1.00+0.00 0.52+0.19  0.68+0.13  0.91%0.09
3 0 1.9,1.5,0.1  5.05£1.73  0.78+0.16 0.55+0.27  0.62+0.18  0.80+0.07
4 0 1,0.8,0.1 6.30£1.55  0.85%0.17 0.37+0.21 0.53£0.13  0.65+0.03
5 02 2,1.2,0.6 5.90+1.65  0.96+0.10 0.50£0.26  0.65+0.17  0.80+0.06
6 02 191513 6.00£1.52 1.00+0.00 0.50+0.25  0.66+0.16  0.87+0.06
7 02 19,1501 530197 0.81£0.17 0.52+0.27  0.62+0.16  0.7940.06
8 02 1,0.8,0.1 6.05£1.27  0.86+0.16 0.42+0.21 0.57£0.16  0.66+0.05
9 08 2,1.2,0.6 6.35+1.56 1.00+0.00 0.44+0.26  0.62+0.17  0.73%£0.08
10 0.8 19,1513 5.80+1.19 1.00+0.00 0.53+0.19  0.68+0.13  0.78+0.09
11 08 191501 585+1.63  0.85+0.17 0.45+0.23  0.58+0.14  0.724+0.09
12 0.8 1,0.8,0.1 5.85¢1.46  0.85+0.17 0.45+0.23  0.58+0.16  0.58+0.05
GAFS-SVM-MR 2,1.2,0.6 5.30+1.49  0.98+0.07 0.60+0.23  0.73+0.14  0.75+0.08

1.9,1.5,1.3  5.30+1.45 1.00+0.00 0.61+0.24  0.74+0.16  0.82+0.09
1.9,1.5,0.1  4.95+1.66  0.80+0.16 0.57£0.25  0.65+0.16  0.78+0.07
1,0.8,0.1 6.25£1.48  0.81+0.17 0.36+0.22  0.51+£0.15  0.65%0.04
2,1.2,0.6 6.15+1.59  0.98+0.07 0.46+0.24  0.63+0.15  0.7940.07
02 19,1513 5.80+1.32 1.00+0.00 0.53£0.22  0.68+0.14  0.83%0.05
02 19,1501 5.05£1.79  0.83+£0.17 0.57£0.29  0.66+£0.20  0.79+0.08
0.2 1,0.8,0.1 6.75+1.97  0.91+0.14 0.33+0.30  0.52+0.19  0.67+0.05
0.8 2,1.2,0.6 5.85+1.56  0.98+0.07 0.51£0.25  0.67+£0.16  0.7440.10
0.8 19,1513 590+1.58 1.00+0.00 0.51+£0.26  0.67+0.17  0.76+0.08
0.8 1.9,1.50.1 540£1.53  0.86+0.16 0.53£0.22  0.64+0.15  0.73£0.10
12 0.8 1,0.8,0.1 6.10£1.51 0.88+0.16 0.42+0.23  0.57+0.15  0.59+0.06

Values are presented as mean+SD

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error;
GAFS-ANN-MR, Genetic algorithm feature selection and artificial neural network algorithm applied to martingale residual;
GAFS-RF-MR, Genetic algorithm feature selection and random forest algorithm applied to martingale residual; GAFS-SVM-
MR, Genetic algorithm feature selection and support vector machine algorithm applied to martingale residual
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Table 2. Evaluation metrics for different combinations of machine learning and variable selection methods applied to martingale
residual with a 3-year follow-up

Non zero

Method S coefficients No.V Sensitivity Specificity TA RMSE
RFE-GB-MR 13 05 2,1.2,0.6 4.35+2.10 0.95+0.12 0.75+0.32 0.81+0.20 1.22+0.08
14 05 191513 3.95+1.84 1.00+0.00 0.84+0.30 0.89+0.20 1.26+0.15
15 05 19,1.50.1 3.00+1.74 0.73+0.13 0.86+0.23 0.82+0.13 1.20+0.12
16 05 1,0.8,0.1 3.40+£1.95 0.70+0.10 0.78+0.29 0.75+0.17 1.11£0.12
17 08 2,1.2,0.6 3.90+2.02 0.93+0.13 0.81+0.31 0.85+0.19 1.12+0.12
18 08 191513 4.80+2.19 1.00+0.00 0.70+£0.36 0.80+0.24 1.15+0.12
19 08 19,1.50.1 3.35+2.41 0.75+0.14 0.81+0.33 0.79+0.17 1.09£0.11
20 0.8 1,0.8,0.1 3.15+1.87 0.73+0.13 0.84+0.26 0.80+0.15  0.93+0.08
RFE-ANN-MR 13 05 2,1.2,0.6 3.85+1.18 1.00+0.00 0.85+0.19 0.90+0.13  2.08+0.14
14 05 191513 3.75+£1.25 1.00+0.00 0.8740.20 0.91+0.13  2.18+0.15
15 05 191.50.1 2.75+1.29 0.68+0.07 0.88+0.19 0.81+£0.12  2.0940.15
16 05 1,0.8,0.1 2.95+1.27 0.73+0.13 0.87+0.21 0.82+0.15 1.56+0.14
17 08 2,1.2,0.6 4.80+2.06 0.96+0.10 0.68+0.32 0.77£0.20  1.79+0.17
18 08 19,1513 3.55+0.94 1.00+0.00 0.90+0.15 0.93+0.10  1.86+0.13
19 08 191501 3.2542.26 0.75+0.14 0.83+0.31 0.80+0.17 1.81+0.16
20 0.8 1,0.8,0.1 3.95+2.06 0.76+0.15 0.72+0.30 0.73+0.18 1.35£0.11
RFE-RF-MR 13 05 2,1.2,0.6 3.10+£1.25 0.91+0.14 0.94+0.18 0.93+0.12 1.21+0.08
14 05 191513 3.05+0.22 1.00+0.00 0.99+0.03 0.99+0.02 1.2240.15
15 05 19,1.50.1 2.20+0.41 0.66+0.00 0.96+0.06 0.86+0.04 1.20+0.13
16 05 1,0.8,0.1 3.85+2.32 0.76+0.15 0.74+0.31 0.75+0.16 1.14+0.11
17 08 2,1.2,0.6 3.80+1.93 0.98+0.07 0.85+0.31 0.90£0.20  1.10+0.12
18 08 19,1513 3.10+0.30 1.00£0.00 0.98+0.05 0.98+0.03 1.13+0.11
19 08 19,1.50.1 3.05+2.25 0.73+0.13 0.85+0.31 0.81+0.17 1.11£0.11
20 0.8 1,0.8,0.1 5.00+2.80 0.78+0.16 0.55+0.39 0.63+0.21 0.96+0.09
RFE-SVM-MR 13 05 2,1.2,0.6 4.40+2.01 0.93+0.13 0.73+£0.31 0.80+0.20  1.2340.08
14 05 191513 3.50+0.68 1.00+0.00 0.91+0.11 0.94+0.07 1.23+0.17
15 05 19,1.50.1 3.40+1.63 0.70+0.10 0.78+0.25 0.75+0.16 1.21£0.15
16 05 1,0.8,0.1 4.05+2.35 0.78+0.16 0.71£0.32 0.73+0.18 1.12+0.10
17 0.8 2,1.2,0.6 4.25+2.19 0.91+0.14 0.75+0.33 0.80+0.21 1.12+0.13
18 08 19,1513 3.75+1.06 1.00+0.00 0.87+0.17 0.91+0.11 1.12+0.12
19 08 19,1.50.1 2.90+1.74 0.71+0.12 0.87+0.23 0.82+0.12 1.10+0.11
20 0.8 1,0.8,0.1 5.2542.75 0.90+0.15 0.57+0.40 0.68+0.24  0.98+0.09

RFE-GB-MR, Recursive feature elimination and gradient boosting algorithm applied to martingale residual; RFE-ANN-MR,
Recursive feature elimination and artificial neural network algorithm applied to martingale residual; RFE-RF-MR, Recursive
feature elimination and random forest algorithm applied to martingale residual; RFE-SVM-MR, Recursive feature elimination

and support vector machine algorithm applied to martingale residual
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Table 2 (continued)

Non zero e .
Method S C coefficients No.V Sensitivity Specificity TA RMSE

GAFS-GB-MR 1305 2,1.2,0.6 6.95+1.53 1.00+0.00 0.34+0.25 0.56+0.17  1.23+0.08
14 05 1.9,1.5,1.3 6.85+1.81 1.00+0.00 0.35+0.30 0574020  1.2940.16

15 05 1.9,1.5,0.1 5.85+1.92 0.90+0.15 0.47+0.29 0.61+0.18  1.21+0.14

16 05 1,0.8,0.1 5.15+1.84 0.81+0.17 0.55+0.27 0.63+0.17 1.13£0.11

17 08 2,1.2,0.6 6.05£1.98 0.93+0.13 0.45+0.33 0.61+0.23 1.11+0.12

18 08 19,1513 7.30+1.38 1.00+0.00 0.28+0.23 0.52+0.15 1.174+0.12

19 08 1915,0.1 6.15+1.69 0.86+0.16 0.40+0.23 0.56+0.14  1.10+0.10

20 08 1,0.8,0.1 6.40+1.93 0.91+0.14 0.39+0.29 0.56+0.18  0.94+0.07

GAFS-ANN-MR 13 05 2,1.2,0.6 7.15£1.38 0.95+0.12 0.28+0.20 0.50+0.12  2.08+0.14
14 05 1.9,1.5,1.3 6.60+1.27 1.00+0.00 0.40+0.21 0.60+0.14  2.18+0.15

15 05 1.9,1.5,0.1 6.35+1.98 0.93+0.13 0.40+0.32 0.58+0.22  2.09+0.15

16 05 1,0.8,0.1 6.25+1.44 0.85+0.20 0.38+0.21 0.53+0.15 1.57+0.14

17 038 2,1.2,0.6 6.50+1.93 0.95+0.12 0.39+0.32 0.57£0.22  1.79+0.17

18 08 191513 7.10£1.51 1.00+0.00 0.31+0.25 0.54+0.16  1.86+0.13

19 08 19,15,0.1 6.70+1.71 0.86+0.16 0.31+0.24 0.50+0.14  1.81+0.16

20 08 1,0.8,0.1 6.80+1.60 0.85+0.20 0.29+0.19 0.47£0.10  1.35+0.11

GAFS-RF-MR 1305 2,1.2,0.6 6.20+1.54 0.98+0.07 0.45+0.25 0.63+£0.17  1.24+0.08
14 05 1.9,1.5,1.3 5.85+1.38 1.00+0.00 0.52+0.23 0.68+0.15 1.2940.15

15 05 1.9,1.5,0.1 5.35+1.75 0.86+0.16 0.54+0.26 0.65+0.17  1.24+0.13

16 05 1,0.8,0.1 5.85+£1.49 0.88+0.16 0.46+0.22 0.60+0.15 1.12+0.11

17 0.8 2,1.2,0.6 6.10£1.71 1.00+0.00 0.48+0.28 0.65+0.19  1.11+0.12

18 08 191513 6.40+1.50 1.00+0.00 0.43+0.25 0.62+0.16  1.16+0.11

19 08 1.91.50.1 6.45+1.95 0.86+0.16 0.35+0.28 0.52+0.17 1.12+0.11

20 08 1,0.8,0.1 6.50+1.31 0.91+0.14 0.37+0.22 0.55+0.17  0.95+0.09

GAFS-SVM-MR 13 05 2,1.2,0.6 6.05+1.35 1.00+0.00 0.49+0.22 0.66+0.15 1.23+0.09
14 05 1.9,1.5,1.3 6.00+1.58 1.00+0.00 0.50+0.26 0.66+0.17  1.26+0.17

15 05 1.9,1.5,0.1 5.15£1.30 0.90+0.15 0.59+0.20 0.69+0.14  1.23+0.13

16 05 1,0.8,0.1 5.95+1.23 0.86+0.16 0.44+0.20 0.58+0.15 1.12+0.12

17 0.8 2,1.2,0.6 6.30+1.34 0.96+0.10 0.43+0.21 0.61+0.15 1.13£0.13

18 08 191513 5.70£1.59 1.00+0.00 0.55+0.26 0.70£0.17  1.14+0.13

19 08 1.91.50.1 5.85+1.72 0.83+0.17 0.44+0.26 0.5740.17  1.13+0.13

20 038 1,0.8,0.1 6.80+1.23 0.93+0.13 0.33+0.21 0.53+0.16  0.99+0.09

GAFS-GB-MR, Genetic algorithm feature selection and gradient boosting algorithm applied to martingale residual;
GAFS-ANN-MR, Genetic algorithm feature selection and artificial neural network algorithm applied to martingale
residual; GAFS-RF-MR, Genetic algorithm feature selection and random forest algorithm applied to martingale residual;
GAFS-SVM-MR, Genetic algorithm feature selection and support vector machine algorithm applied to martingale
residual
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Table 3. Evaluation metrics for different combinations of machine learning and variable selection methods applied to adjust
martingale residual with a 1-year follow-up

Non zero

Method S C . No.V Sensitivity ~ Specificity TA RMSE
coefficients

1 0 2,12,0.6  3.65t1.63  0.88+0.16  0.83+024  0.85+0.15  2.00+0.37

2 0 191513 435£1.84  1.00£0.00  0.77£0.30  0.85+0.20  2.13+0.29

30 191501 2455157  0.68£0.07  0.93:0.22  0.85£0.12  1.98+0.37

4 0 1,0.8,0.1  3.30+1.65 0.73+0.17  0.81£0.21  0.78+0.11  1.47+0.39

5 02 21206 3954203 093+0.13  0.80+0.31  0.85+0.19  1.86+0.36

6 02 191513 3.50+£1.10 1.00£0.00  0.91+0.18  0.94+0.12  2.02+0.30
RFE-GB-AMR o 5 1.9,1.5,0.1  2.85+1.56  0.71£0.12  0.88+0.21  0.82+0.12  1.78+0.34
8 02 10801  3.7542.65 0.73£0.13  0.74+0.38  0.73£0.21  1.51%0.55

9 08 21206  4.00+1.65 0.88+0.16  0.77+0.22  0.81%0.13  1.69+0.37

10 08 19,1513 430£1.97 0.98+0.07  0.77£0.32  0.84+0.21  1.80+0.35

11 08 1.9,150.1 3.052230 0.71£0.12  0.85£0.33  0.80£0.19  1.72+0.32

12 08 1,080.1  3.15:1.49 0.7120.12  0.83£022  0.79+0.14  1.48+0.49

1 0 2,12,0.6  4.40£1.69  0.96+0.10  0.75+027  0.82+0.18  2.58+0.40

2 0 191513 480+1.79  1.00£0.00  0.70£0.29  0.80+0.19  2.73+0.42

30 191501 3.65£1.72  0.70£0.10  0.74+0.27  0.72+0.18  2.67+0.49

4 0 1,0.8,0.1  4.60£2.43  0.78+0.16  0.62£0.33  0.67+0.17  1.71+0.44

5 02 21206  450£1.67  095+0.12  0.72+0.24  0.80+0.15  2.43+0.44

6 02 191513 435£1.75  0.98+0.07  0.76+0.28  0.83+0.18  2.74+0.40
REE-ANN-AMR 0 02 19,1.5,0.1  4.60+2.25  0.81+0.17  0.64+0.31  0.70+0.18  2.33+0.38
8 02 10801  4.05£1.93 080+£0.16  0.72+0.27  0.75£0.16  1.74+0.51

9 08 21206 4654215 0.93+0.13  0.69£0.33  0.7740.21  2.06+0.41

10 08 19,1513 4.65:1.98  1.00£0.00  0.72+0.33  0.81+0.22  2.20+0.30

11 08 191501 3.50£1.76 0.78+0.16  0.80£0.23  0.80+0.13  2.15+0.30

12 08 1,080.1  485+236 0.8120.17  0.60£0.33  0.67+0.18  1.61+0.46

1 0 2,12,0.6  3.75£1.99  0.88+0.16  0.81£0.29  0.83+0.17  2.02+0.38

2 0 191513 325£0.71 1.00£0.00  0.95£0.11  0.97+0.08 2.06£0.31

30 191501 2304057  0.68£0.07  0.95+0.07  0.86£0.04 2.01+0.44

4 0 1,0.8,0.1 4404232  0.81+0.17  0.67+0.33  0.72+0.19  1.48+0.42

5 02 21206  3.15£1.53  0.83+0.17  0.89£0.20  0.87+0.12  1.91+0.40
RFERFAMR 0 02 191513 3155067  1.00£0.00  0.97:0.11  0.98£0.07 1.99+0.34
7 02 191501 2158048  0.66=0.00  0.97+0.08  0.87+0.05 1.76+0.36

8 02 10801 4204268 080+0.16  0.70+0.38  0.73£0.21  1.50+£0.55

9 08 21206 325£1.61 0.85£0.17  0.88+0.22  0.87+0.13  1.63+0.40

10 08 19,1513 3.15£0.67 1.00£0.00  0.97+0.11  0.98+0.07 1.70+0.34

11 08 191501 265£1.22 0.70£0.10  0.90£0.15  0.83+0.07 1.72+0.32

—_
\S}

0.8 1,0.8,0.1 3.85+1.63 0.80+0.16 0.75+0.21 0.77£0.12  1.49+0.49

Values are presented as mean=SD

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, root-mean-squared error;
RFE-GB-AMR, Recursive feature elimination and gradient boosting algorithm applied to adjust martingale residual;
RFE-ANN-AMR, Recursive feature elimination and artificial neural network algorithm applied to adjust martingale
residual; RFE-RF-AMR, Recursive feature elimination and random forest algorithm applied to adjust martingale residual
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Table 3 (continued)
Method S C cic;]iczizrnots No.V Sensitivity Specificity TA RMSE

RFE-SVM-AMR 1 0 2,1.2,0.6 4.35£2.08  0.90+0.15 0.72+0.31  0.78+0.19  2.00+0.40
2 0 1.9,1.5,1.3 4.20£1.39  1.00+0.00 0.80+0.23  0.86+0.15  2.02+0.33

3 0 1.9,1.5,0.1  3.45£1.60 0.76+0.15 0.80+£0.25  0.79+0.17  2.04+0.46

4 0 1,0.8,0.1 4.60+£2.70  0.80+0.16 0.63+0.37  0.68+0.19  1.57+0.50

5 02 2,1.2,0.6 4.05£1.50  0.91+0.14 0.78+0.22  0.82+0.14  1.94+0.39

6 02 19,1513 4.40£1.31 1.00+0.00 0.76£0.21  0.84+0.14  2.01+0.36

7 02 191501 3.15£1.38  0.76+0.15 0.85+0.18  0.82+0.10  1.79+0.37

8 02 1,0.8,0.1 4.55+2.11 0.78+0.16 0.63+0.31  0.68+0.20  1.63+0.60

9 08 2,1.2,0.6 4.45+£2.50  0.86+0.16 0.69+0.35  0.75£0.20  1.70+0.48

10 0.8 19,1513 4.20+1.28 1.00+0.00 0.80+0.21  0.86+0.14  1.68+0.32

11 0.8 191501 275£1.25 0.71+0.12 0.90+0.19  0.83+0.13  1.73+0.34

12 0.8 1,0.8,0.1 4.40+£2.30  0.80+0.16 0.66+£0.32  0.71+£0.19  1.53+£0.50

GAFS-GB-AMR 1 0 2,1.2,0.6 6.65+2.10 0.95+0.12 0.36£0.32  0.56+0.20  2.00+0.35
2 0 19,1513 5.80+1.88 0.98+0.07 0.52£029  0.67+0.19  2.12+0.25

3 0 1.9,1.5,0.1 5.90+1.33 0.83+0.17 0.43£020  0.56+0.14  2.05+0.39

4 0 1,0.8,0.1 5.30+1.45 0.86+0.16 0.55+0.21 0.65+0.13  1.49+0.39

5 02 2,1.2,0.6 6.55+1.73 0.96+0.10 0.39+0.27  0.58+0.18  1.88+0.35

6 02 191513 5.90+1.97 1.00+0.00 0.51£032  0.67+£0.21  2.05+0.29

7 02 191501 5.60+1.63 0.81+0.17 0.47£026  0.58+0.18  1.78+0.34

8 02 1,0.8,0.1 6.25+1.80 0.90+0.15 0.40+£026  0.57+0.17  1.55+0.53

9 08 2,1.2,0.6 5.70+1.86 0.98+0.07 0.54+0.31 0.68+0.22  1.66+0.38

10 08 19,115,113 6.45+1.76 1.00+0.00 0.42+£029  0.61£0.19  1.82+0.33

11 08 1.91.50.1 6.35+2.03 0.86+0.16 0.37£029  0.53+0.18  1.74+0.32

12 08 1,0.8,0.1 5.55+1.73 0.88+0.16 0.51£024  0.63+0.15  1.52+0.49

GAFS-ANN-AMR 2,1.2,0.6 6.00£1.55 0.86+0.19 0.43£026  0.57+0.20  2.59+0.40

1 0

2 0 1.9,1.5,1.3 6.40+1.53 0.93+0.13 0.40+0.25 0.574£0.18  2.75+0.42
3 0 1.9,1.5,0.1 6.40+1.66 0.86+0.22 0.36+0.23 0.53+0.15  2.67+0.49
4 0 1,0.8,0.1 6.35+2.32 0.86+0.19 0.37+0.32 0.53+0.18  1.72+0.45
5 02 2,1.2,0.6 6.55+1.50 0.91+0.14 0.36+0.23 0.55+0.15  2.43+0.43
6 02 191513 7.45£1.50 0.98+0.07 0.25+0.23 0.49+0.14  2.74+0.40
7 02 19150.1 6.40+1.60 0.91+0.14 0.39+0.23 0.56+0.15  2.34+0.38
8 02 1,0.8,0.1 6.15+£1.95 0.86+0.19 0.40+0.28 0.56+0.18  1.76+0.51
9 038 2,1.2,0.6 6.65+1.66 0.90+0.15 0.34+0.23 0.52+0.13  2.07+0.43
10 08 1915,13 7.10+1.51 0.98+0.07 0.30+0.24  0.53+0.16  2.20+0.30
11 08 1.91.5,0.1 7.05+1.43 0.88+0.19 0.26+0.19 0.47+£0.13  2.16+0.29
1208 1,0.8,0.1 6.40+1.69 0.85+0.20 0.35+0.24  0.52+0.16  1.58+0.49

RFE-SVM-AMR, Recursive feature elimination and support vector machine algorithm applied to adjust martingale residual,
GAFS-GB-AMR, Genetic algorithm feature selection and gradient boosting algorithm applied to adjust martingale residual;
GAFS-ANN-AMR, Genetic algorithm feature selection and artificial neural network algorithm applied to adjust martingale
residual
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Table 3 (continued)

GAFS-RF-AMR 1 0 2,1.2,0.6 5.85+2.15 0.90+0.15 0.47+£0.32 0.61£0.19  2.05+0.35
2 0 19,1513 6.05+1.14 0.98+0.07 0.48+0.17 0.65+0.10  2.16+0.34

3 0 1.9,1.5,0.1 5.35+£1.53 0.85+0.17 0.53+0.22 0.63+0.14  2.08+0.42

4 0 1,0.8,0.1 6.05£1.31 0.91+0.14 0.45+0.21 0.60£0.15  1.49+0.43

5 0.2 2,1.2,0.6 6.65+1.49 0.96+0.10 0.37£0.22 0.57+0.13 1.94+0.42

6 0.2 1.9,1.5,1.3 5.90£1.29 1.00£0.00 0.51£0.21 0.67£0.14  2.13+£0.36

7 02 1915,0.1 6.30+1.78 0.85+0.17 0.37+0.25 0.53+0.16  1.84+0.35

8 02 1,0.8,0.1 6.30£1.59 0.88+0.16 0.39+0.24 0.55+0.16  1.52+0.55

9 038 2,1.2,0.6 6.10£1.71 0.93+0.13 0.45+0.26 0.61£0.17  1.67+0.40

10 0.8 1.9,1.5,1.3 5.90+1.51 0.98+0.07 0.50+0.23 0.66+0.15 1.80+0.34

11 08 1.9,1.50.1 5.10+2.12 0.81+0.17 0.55+0.29 0.64+0.17  1.76+0.36

12 08 1,0.8,0.1 5.65+1.87 0.83+£0.17 0.47+0.27 0.59+0.17 1.49+0.49

GAFS-SVM-AMR 1 0 2,1.2,0.6 5.90+1.94 0.93+0.13 0.48+0.31 0.63£0.21  2.02+0.43
2 0 19,1.5,1.3 5.70+1.34 1.00+0.00 0.55+0.22 0.70+0.14  2.04+0.37

3 0 1.9,1.5,0.1 5.10+1.71 0.80+0.16 0.55+0.26 0.63+0.18  2.12+0.46

4 0 1,0.8,0.1 6.20+1.85 0.86+0.16 0.40+0.26 0.55+0.16  1.584+0.50

5 02 2,1.2,0.6 6.00£1.58 0.96+0.10 0.48+0.24 0.64+0.15  1.91+0.39

6 02 195,13 6.15+1.59 1.00£0.00 0.47+0.26 0.65£0.17  2.04+0.36

7 0.2 1.9,1.5,0.1 5.25+1.58 0.83+£0.17 0.54+0.24 0.63+0.16 1.83+0.38

8 02 1,0.8,0.1 6.60+1.63 0.90+0.15 0.35+0.27 0.53+0.19  1.64+0.59

9 038 2,1.2,0.6 6.35£1.63 0.96+0.10 0.42+0.25 0.60£0.16  1.70+0.45

10 0.8 19,15,13 6.10+1.44 1.00£0.00 0.48+0.24 0.65£0.16  1.73+0.32

11 0.8 1.9,1.5,0.1 5.50+1.14 0.85+0.17 0.50+0.18 0.62+0.14 1.77+£0.35

12 08 1,0.8,0.1 6.35+1.81 0.93+0.13 0.40+0.28 0.58+0.18  1.52+0.50

GAFS-RF-AMR, Genetic algorithm feature selection and random forest algorithm applied to adjust martingale residual;
GAFS-SVM-AMR, Genetic algorithm feature selection and support vector machine algorithm applied to adjust martingale

residual
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Table 4. Evaluation metrics for different combinations of machine learning and variable selection methods applied to adjust
martingale residual with a 3-year follow-up

Non zero e o
Method S C coefficients No.V Sensitivity ~ Specificity TA RMSE

RFE-GB-AMR 1305 2,1.2,0.6 5.05+1.95 0.98+0.07 0.65+0.31 0.76£0.20  2.07+0.32
14 05 1.9,1.5,1.3 3.85+1.22 1.00+0.00 0.85+0.20 0.90+0.13 1.99+0.22

15 05 1.9,1.5,0.1 3.60+2.18 0.75+0.14 0.77+0.30 0.76+0.17 1.94+0.30

16 05 1,0.8,0.1 3.05+1.76 0.71+0.12 0.85+0.24 0.80+0.13 1.69+0.36

17 08 2,1.2,0.6 4.60+2.25 0.90+0.15 0.68+0.34 0.75+0.21 1.90+0.26

18 0.8 1.9,1.5,1.3 3.50+0.82 1.00+0.00 0.91+0.13 0.94+0.09 1.88+0.25

19 038 1.9,1.5,0.1 2.90+1.29 0.70+0.10 0.86+0.20 0.81+0.14 1.76+0.30

20 038 1,0.8,0.1 3.75+2.19 0.78+0.16 0.76+0.32 0.77+0.19 1.64+0.34

RFE-ANN-AMR 1305 2,1.2,0.6 4.45+1.79 0.98+0.07 0.75+0.28 0.82+0.18  2.76+0.36
14 05 1.9,1.5,1.3 4.20+1.32 1.00+0.00 0.80+0.22 0.86+0.14  2.74+0.21

15 05 1.9,1.5,0.1 3.15+1.87 0.75+0.14 0.85+0.26 0.81+0.15  2.66+0.35

16 0.5 1,0.8,0.1 4.45+2.32 0.76+0.15 0.64+0.33 0.68+0.18 1.90+0.37

17 08 2,1.2,0.6 5.10£2.26 0.93+0.13 0.61+0.34 0.72+0.21 2.40+0.30

18 0.8 1.9,1.5,1.3 5.50+1.90 1.00+0.00 0.58+0.31 0.72+0.21 2.51+0.26

19 038 1.9,1.5,0.1 3.60+1.95 0.73+0.13 0.76+0.29 0.75+0.18  2.27+0.33

20 0.8 1,0.8,0.1 3.85+1.46 0.75+0.14 0.73£0.23 0.73£0.16 1.80+0.38

RFE-RF-AMR 1305 2,1.2,0.6 3.10£1.07 0.93+0.13 0.95+0.15 0.94+0.10  2.07+0.36
14 05 1.9,1.5,1.3 3.10+0.30 1.00+0.00 0.98+0.05 0.98+0.03 1.9540.15

15 05 1.9,1.5,0.1 2.30+0.92 0.68+0.07 0.95+0.11 0.86+0.05 1.93+£0.30

16 05 1,0.8,0.1 3.65+2.30 0.75+0.14 0.76+0.33 0.76+0.19 1.70+0.39

17 0.8 2,1.2,0.6 3.70+1.65 0.88+0.16 0.82+0.22 0.84+0.13 1.924+0.26

18 038 19,15,13 3.20+0.69 1.00+0.00 0.96+0.11 0.97+0.07 1.90+0.27

19 038 1.9,1.5,0.1 2.60£1.60 0.70+0.10 0.91+0.22 0.84+0.12 1.69+0.25

20 08 1,0.8,0.1 3.60+2.21 0.78+0.16 0.79+0.29 0.78+0.15 1.65+0.34

RFE-SVM-AMR 1305 2,12,0.6 5.50+2.32 0.96+0.10 0.56+0.36 0.70£0.23  2.12+0.39
14 05 19,15,13 4.7542.14 1.00+0.00 0.70+0.35 0.80+0.23 1.934£0.16

15 05 1.9,1.5,0.1 3.30+1.52 0.73+0.13 0.81+0.20 0.78+0.11 1.9740.33

16 05 1,0.8,0.1 4.35+2.45 0.80+0.16 0.67+0.36 0.71+0.22 1.73+0.40

17 08 2,12,0.6 5.20+3.20 0.93£0.13 0.60+0.36 0.71+0.23 1.89+0.29

18 0.8 1.9,1.5,1.3 4.60+£2.13 1.00+0.00 0.73£0.35 0.82+0.23 1.88+0.23

19 038 1.9,1.5,0.1 3.95+1.60 0.80+0.16 0.74+0.21 0.76+0.12 1.72+0.35

20 08 1,0.8,0.1 5.05+2.64 0.83+0.17 0.57+0.39 0.66+0.24 1.65+0.40

Values are presented as mean+SD

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, root-mean-squared error; RFE-
GB-AMR, Recursive feature elimination and gradient boosting algorithm applied to adjust martingale residual; RFE-ANN-AMR,
Recursive feature elimination and artificial neural network algorithm applied to adjust martingale residual; RFE-RF-AMR, Recursive
feature elimination and random forest algorithm applied to adjust martingale residual; RFE-SVM-AMR, Recursive feature elimination
and support vector machine algorithm applied to adjust martingale residual

116



Arayeshgari M. Vol 9 No 1 (2023)
Variable Selection for Recurrent Events Using Heuristic ...
Table 4 (continued)
Method S cI:e(:TI;cZiZ;Ots No.V Sensitivity ~ Specificity TA RMSE

GAFS-GB-AMR 13 05 2,1.2,0.6 6.25+1.61 0.96+0.10 0.44+0.26 0.61£0.18  2.08+0.32
14 05 19,1513 6.10+1.80 1.00+0.00 0.48+0.30 0.65+0.20  2.03+0.22

15 05 1.9,1.5,0.1 5.35+1.66 0.86+0.16 0.54+0.26 0.65+0.18 1.98+0.26

16 05 1,0.8,0.1 5.35+1.53 0.85+0.17 0.53+0.20 0.63+0.12 1.71+0.37

17 08 2,1.2,0.6 6.15+1.72 0.96+0.10 0.45+0.29 0.62+0.20 1.88+0.25

18 08 19,1513 6.50+1.57 1.00+0.00 0.41+0.26 0.61+0.17 1.91+0.26

19 0.8 1.9,1.5,0.1 5.90+1.86 0.85+£0.17 0.44+0.27 0.57+0.17 1.80+£0.27

20 0.8 1,0.8,0.1 6.00£1.77 0.91+0.14 0.45+0.27 0.61+0.18 1.66+0.35

GAFS-ANN-AMR 13 05 2,1.2,0.6 6.35+1.87 0.85+0.20 0.36+£0.26 0.52+0.16  2.78+0.36
14 05 19,1513 6.75+1.55 1.00+0.00 0.37+0.25 0.58+0.17  2.74+0.21

15 05 1.9,1.5,0.1 6.80+1.73 0.90+0.15 0.31+0.26 0.51+0.17  2.66+0.35

16 05 1,0.8,0.1 5.30+1.78 0.85+0.25 0.54+0.24 0.64+0.17 1.93+0.39

17 08 2,1.2,0.6 6.20£1.76 0.93+0.13 0.43+0.26 0.60£0.16  2.40+0.31

18 0.8 1.9,15,1.3 7.25+1.37 0.98+0.07 0.284+0.23 0.51+0.16  2.52+0.26

19 08 1.9,1.5,0.1 6.05£1.46 0.95+0.12 0.46+0.23 0.62+0.16  2.27+0.33

20 08 1,0.8,0.1 6.35+2.20 0.86+0.19 0.37+0.31 0.53+0.19 1.81+0.39

GAFS-RF-AMR 13 05 2,1.2,0.6 6.05+1.95 0.93+0.13 0.45+0.29 0.61+0.17  2.17+0.32
14 05 19,1513 6.05+1.63 1.00+0.00 0.49+0.27 0.66+0.18  2.07+0.18

15 05 1.9,1.5,0.1 5.50+1.53 0.86+0.16 0.51+0.22 0.63+0.15  2.02+0.29

16 05 1,0.8,0.1 5.60+1.23 0.90+0.15 0.51+0.19 0.64+0.14 1.72+0.38

17 08 2,1.2,0.6 5.90+1.68 0.96+0.10 0.50+0.27 0.65+0.17 1.93+0.29

18 0.8 1.9,1.5,1.3 6.40+1.35 1.00+0.00 0.43+0.22 0.62+0.15 1.99+0.25

19 08 1.9,1.5,0.1 5.45+1.66 0.90+0.15 0.54+0.22 0.66+0.12 1.76+0.27

20 08 1,0.8,0.1 5.50+1.76 0.86+0.16 0.51+£0.26 0.63+0.17 1.64+0.34

GAFS-SVM-AMR 13 05 2,1.2,0.6 6.70+1.94 1.00+0.00 0.38+0.32 0.58+0.21 2.13+0.34
14 05 19,1513 6.10+1.37 1.00+0.00 0.48+0.22 0.65+0.15 1.90£0.18

15 05 1.9,1.5,0.1 5.70+1.30 0.83+0.17 0.46+0.20 0.58+0.15  2.03+0.32

16 05 1,0.8,0.1 6.40+1.72 0.93+0.13 0.40+0.26 0.57+0.16 1.73+0.38

17 0.8 2,1.2,0.6 6.20+1.32 0.98+0.07 0.45+0.23 0.63+0.16 1.88+0.33

18 0.8 1.9,15,1.3 6.55£1.76 1.00+0.00 0.40+0.29 0.60+0.19 1.90+0.24

19 08 1.9,1.5,0.1 6.10+1.80 0.88+0.16 0.42+0.28 0.57+0.19 1.76+0.34

20 08 1,0.8,0.1 6.10+1.61 0.90+0.15 0.43+0.25 0.58+0.17 1.65+0.39

GAFS-GB-AMR, Genetic algorithm feature selection and gradient boosting algorithm applied to adjust martingale residual;
GAFS-ANN-AMR, Genetic algorithm feature selection and artificial neural network algorithm applied to adjust martingale
residual; GAFS-RF-AMR, Genetic algorithm feature selection and random forest algorithm applied to adjust martingale residual;
GAFS-SVM-AMR, Genetic algorithm feature selection and support vector machine algorithm applied to adjust martingale

residual
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Table 5. Evaluation metrics for different combinations of machine learning and variable selection methods applied to deviance
residual with a 1-year follow-up

Non zero

Method S C . No.V Sensitivity Specificity TA RMSE
coefficients

RFE-GB-DR 1 0 2,1.2,0.6 3.80+1.50 0.96+0.10 0.85+0.23 0.88+0.15  0.91+0.05
2 0 1.9,1.5,1.3 4.45+1.95 1.00+0.00 0.75+0.32 0.83+0.21 0.96+0.09

3 0 1.9,1.5,0.1 3.15+2.03 0.75+0.14 0.85+0.27 0.81+0.14  0.91+0.08

4 0 1,0.8,0.1 3.45+2.13 0.75+0.14 0.80+0.30 0.78+0.17  0.87+0.07

5 02 2,1.2,0.6 3.95+1.84 0.96+0.10 0.82+0.29 0.87+0.19  0.90+0.07

6 02 1.9,1.5,1.3 4.25+1.65 1.00+0.00 0.79+0.27 0.86+0.18  0.95+0.07

7 02 1.9,1.5,0.1 2.80+1.23 0.75+0.14 0.90+0.16 0.85+0.10  0.88+0.09

8 02 1,0.8,0.1 3.60+2.28 0.78+0.16 0.79+0.33 0.78+0.20  0.87+0.08

9 08 2,1.2,0.6 4.15+1.42 1.00+0.00 0.80+0.23 0.87+0.15  0.86+0.07

10 038 1.9,1.5,1.3 3.75+1.51 1.00+0.00 0.87+0.25 0.91+0.16  0.89+0.08

11 08 1.9,1.5,0.1 2.70+1.21 0.71+0.12 0.90+0.19 0.84+0.13  0.86+0.09

12 08 1,0.8,0.1 3.15+1.59 0.75+0.14 0.85+0.23 0.81+0.14  0.84+0.07

RFE-ANN-DR 1 0 2,1.2,0.6 5.35+2.39 0.95+0.12 0.58+0.36 0.70+0.23 1.68+0.06
2 0 1.9,1.5,1.3 3.95+1.31 1.00+0.00 0.84+0.21 0.89+0.14 1.73+0.06

3 0 1.9,1.5,0.1 3.30+1.78 0.70+0.10 0.80+0.26 0.76+0.15 1.67+0.07

4 0 1,0.8,0.1 4.00+2.20 0.75+0.14 0.70+0.31 0.72+0.18 1.37+0.03

5 02 2,1.2,0.6 4.60+2.25 0.95+0.12 0.70+0.35 0.78+0.22 1.61+0.05

6 02 1.9,1.5,1.3 4.80+1.90 1.00+0.00 0.70+0.31 0.80+0.21 1.68+0.06

7 02 1.9,1.5,0.1 3.55+1.90 0.78+0.16 0.80+0.26 0.79+0.15 1.60+0.05

8 02 1,0.8,0.1 4.45+2.23 0.78+0.19 0.65+0.31 0.69+0.17 1.33+0.04

9 08 2,12,0.6 4.30+1.75 0.93+0.13 0.75+0.26 0.81+0.17 1.41+0.08

10 038 1.9,1.5,1.3 4.65+1.42 1.00+0.00 0.72+0.23 0.81+0.15 1.46+0.07

11 08 1.9,1.5,0.1 3.40+2.11 0.71+0.12 0.79+0.31 0.76+0.19 1.41+0.07

12 08 1,0.8,0.1 4.30+2.31 0.76+0.15 0.66+0.33 0.70+0.19 1.17+0.05

RFE-RF-DR 2,1.2,0.6 3.20+1.00 0.95+0.12 0.94+40.15 0.94+0.11 0.93+0.08

1.9,1.5,0.1 2.10+0.30 0.66:0.00 0.98+0.05 0.87+0.03 0.91+0.07
1,0.8,0.1 4.95+2.76 0.78+0.16 0.56+0.40 0.63+0.23 0.90+0.07
2,1.2,0.6 3.00+0.79 0.95+0.12 0.97+0.11 0.96+£0.08  0.93+0.06
0.2 1.9,1.5,1.3 3.20+0.69 1.00+0.00 0.96+0.11 0.97+0.07  0.95+0.07
0.2 1.9,1.5,0.1 2.15+0.36 0.68+0.07 0.98+0.05 0.88+0.04  0.8940.08
0.2 1,0.8,0.1 3.95+2.79 0.76+0.15 0.72+0.40 0.73+0.23 0.89+0.08
0.8 2,1.2,0.6 3.45+1.73 0.91+0.14 0.88+0.25 0.89+0.16  0.87+0.08
19,1513 3.00+0.00 1.00+0.00 1.00+0.00 1.00+£0.00  0.8940.07
0.8 1.9,1.5,0.1 2.25+0.91 0.68+0.07 0.96+0.11 0.87+0.05  0.86+0.08
12 08 1,0.8,0.1 4.10+£2.31 0.78+0.16 0.70+0.32 0.73+0.18  0.86+0.06
Values are presented as mean+SD
S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, root-mean-squared error; RFE-
GB-DR, Recursive feature elimination and gradient boosting algorithm applied to deviance residual; RFE-ANN-DR, Recursive
feature elimination and artificial neural network algorithm applied to deviance residual; RFE-RF-DR, Recursive feature elimina-
tion and random forest algorithm applied to deviance residual;

0
0 1.9,1.5,1.3 3.00+0.00 1.00+0.00 1.00+0.00 1.00+£0.00  0.95+0.08
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Table 5 (continued)
Method s ¢ N°"ﬁzc‘::r’“°s°ef' No.V Sensitivity  Specificity A RMSE
RFE-SSVM-DR 1 0 21206  480£1.96  098£007  0.69£031  0.78£020  0.88+0.07
2 0 19,1513 3.75+1.25 1.00£0.00 0.87+£0.20 0.91+0.13 0.92+0.09
30 191501  315£172  075£0.14  085:023  081£0.13  0.93+0.10
4 01,0801 4758278  080£0.16  0.60£040  0.67£023  0.92+0.06
5 0.2 2,1.2,0.6 4.25+1.86 0.96+0.10 0.77+£0.29 0.83+0.18 0.93+0.09
6 0.2 19,1513 3.45+0.60 1.00£0.00 0.92+0.10 0.95+0.06 0.89+0.07
7 0.2 1.9,1.5,0.1 3.00+1.21 0.71£0.12 0.85+0.16 0.81+0.09 0.90+0.09
8 0.2 1,0.8,0.1 5.15+2.88 0.85+0.17 0.56+0.41 0.66+0.23 0.92+0.10
9 08 21206  415:1.69  093+0.13  077+024  082+0.15  0.89+0.10
10 08 191513 340408 1004000  093£0.13  095:0.09  0.85:0.09
11 0.8 1.9,1.5,0.1 3.40+2.01 0.73+£0.13 0.80+£0.28 0.77+£0.16 0.88+0.11
12 0.8 1,0.8,0.1 4.75+2.89 0.80+0.16 0.60+0.41 0.67+£0.23 0.87+0.07
GAFS-GB-DR 1 0 2,1.2,0.6 6.50+1.90 0.95+0.12 0.39+0.27 0.57+0.15 0.92+0.05
2 0 19,1513 6.30£1.83 1.00£0.00 0.45+0.30 0.63+0.20 0.95+0.08
30 191501 6106226  086£0.16 0414033 0562020  0.91£0.07
4 0 1,0.8,0.1 6.30+1.89 0.85+0.17 0.37£0.27 0.53+0.17 0.88+0.06
5 02 21206 585192 095:0.12 0504029  0.65:0.18  0.93£0.07
6 0.2 19,1513 6.45+£1.57 1.00+0.00 0.42+0.26 0.61+£0.17 0.97+0.07
702 191501  525:151  085:0.17 0554022  0.65:0.14  0.90+0.09
8 0.2 1,0.8,0.1 5.65+1.95 0.86+0.16 0.49+0.27 0.61+£0.16 0.88+0.07
9 08 21206  630£1.94  098+0.07 0444032  0.62:022  0.87+0.09
10 0.8 19,1513 6.75+1.44 1.00£0.00 0.37+0.24 0.58+0.16 0.91+0.09
11 08 1.9,1.5,0.1 5.40+1.31 0.83+0.17 0.51£0.18 0.62+0.12 0.87+0.08
12 0.8 1,0.8,0.1 5.80+£1.98 0.83+0.17 0.45+0.28 0.57+£0.17 0.85+0.07
GAFS-ANN-DR 1 0 21206 6855178  096£0.10 0344027  0.55£0.17  1.68+0.06
20 191513 6405142 1.00:0.00  043£023  0.62+0.15  1.75:0.07
3 0 1.9,1.5,0.1 6.10+£1.83 0.90+0.15 0.43+0.28 0.58+0.19 1.67+0.07
4 0  1,0801  590£1.86 085022  044+024  057+0.15  1.37+0.03
5 0.2 2,1.2,0.6 6.60+1.60 0.98+0.07 0.39+0.27 0.58+0.18 1.61+0.05
6 02 191513  680£1.67  1.00£0.00 0364027  0.57+0.18  1.68+0.06
7 0.2 1.9,1.5,0.1 6.50+1.39 0.91+0.14 0.37£0.21 0.55+0.14 1.61+0.05
8§ 02 10801 6204176  0.83:020 038023  0.53£0.14 133005
9 0.8 2,1.2,0.6 6.55+1.66 0.93+0.13 0.37+0.28 0.56+£0.20 1.42+0.08
10 08 191513 6755180  1.00:£0.00  037£030 058020  1.46+0.07
11 0.8 1.9,1.5,0.1 6.55+1.63 0.91+0.14 0.36+0.25 0.55+0.16 1.41+£0.07
12 0.8 1,0.8,0.1 5.60+1.66 0.83+0.20 0.48+0.23 0.60+0.15 1.17+0.05

RFE-SVM-DR, Recursive feature elimination and support vector machine algorithm applied to deviance residual; GAFS-GB-
DR, Genetic algorithm feature selection and gradient boosting algorithm applied to deviance residual; GAFS-ANN-DR, Genetic
algorithm feature selection and artificial neural network algorithm applied to deviance residual
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Table 5 (continued)

GAFS-RF-DR 1 0 2,1.2,0.6 5.75+1.55 0.96+0.10 0.52+0.21 0.67+0.12  0.95+0.06
2 0 1.9,1.5,1.3 5.80+0.83 1.00£0.00 0.53+0.13 0.68+0.09  1.01+0.08

3 0 1.9,1.5,0.1 5.15+1.53 0.86+0.16 0.57+0.22 0.67+0.15  0.94+0.08

4 0 1,0.8,0.1 6.25+1.61 0.88+0.16 0.40+0.24 0.56+£0.16  0.90+0.06

5 02 2,1.2,0.6 6.15+1.30 0.96+0.10 0.45+0.20 0.62+0.13  0.96+0.05

6 02 191513 6.35+1.92 1.00+0.00 0.44+0.32 0.62+0.21 1.01+0.08

7 02 191501 6.00+2.05 0.86+0.16 0.43+£0.29 0.57+0.18  0.93+0.07

8 02 1,0.8,0.1 5.70+1.41 0.85+0.17 0.47+0.23 0.60+0.17  0.89+0.09

9 038 2,1.2,0.6 6.05+1.87 0.96+0.10 0.47+0.28 0.63+0.17  0.89+0.07

10 08 191513 5.75+1.48 1.00+0.00 0.54+0.24 0.69+0.16  0.94+0.05

11 08 191.5,0.1 5.60+1.78 0.85+0.17 0.49+0.26 0.61+0.17  0.89+0.08

12 038 1,0.8,0.1 5.35+1.38 0.85+0.17 0.53+£0.19 0.63+0.13  0.85+0.06

GAFS-SVM-DR 2,1.2,0.6 5.45+1.35 1.00£0.00 0.59+0.22 0.72+0.15  0.89+0.06

1

2 1.9,1.5,1.3 6.00+1.89 1.00+0.00 0.50+0.31 0.66:021  0.93+0.08

3 1.9,1.5,0.1 5.25+1.55 0.80+0.16 0.52+0.24 0.61+£0.17  0.93+0.08

4 1,0.8,0.1 6.30+1.59 0.83+0.17 0.36+0.24 0.52+0.16  0.92+0.06

5 02 2,1.2,0.6 6.50+1.90 0.96+0.10 0.40+0.28 0.58+0.17  0.94+0.08
6 02 191513 6.00+1.33 1.00+0.00 0.50+0.22 0.66+:0.14  0.94+0.07
7 02 191501 5.05+1.46 0.81+0.17 0.56+0.20 0.65+0.13  0.91+0.07
8 02 1,0.8,0.1 6.20+1.47 0.86+0.16 0.40+£0.27 0.55+0.21  0.93+0.08
9 08 2,1.2,0.6 6.20+1.43 1.00£0.00 0.46+0.23 0.64+0.15  0.90+0.10
10 08 191513 6.40+1.53 1.00+0.00 0.43+0.25 0.62+0.17  0.88+0.07
11 08 1.91.50.1 5.35+1.38 0.88+0.16 0.55+0.22 0.66+:0.16  0.90+0.10
12 08 1,0.8,0.1 6.30+1.65 0.88+0.16 0.39+0.24 0.55+0.15  0.87+0.06

Values are presented as mean+SD

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error;

GAFS-RF-DR, Genetic algorithm feature selection and random forest algorithm applied to deviance residual; GAFS-SVM-DR,
Genetic algorithm feature selection and support vector machine algorithm applied to deviance residual
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Table 6. Evaluation metrics for different combinations of machine learning and variable selection methods applied to deviance
residual with a 3-year follow-up

Method S C Nor;izceitfr:]fsoef- No.V Sensitivity Specificity TA RMSE

RFE-GB-DR 1305 2,1.2,0.6 4.25+1.58 1.00+0.00 0.79+0.26 0.86+0.17 1.00+0.06
14 05 19,15,13 3.30+0.57 1.00+0.00 0.95+0.09 0.96+0.06 1.03+0.11

15 05 1.9,1.5,0.1 3.60+2.32 0.75+0.14 0.77+£0.33 0.76+0.20 0.97+0.09

16 05 1,0.8,0.1 2.90+1.58 0.71+0.12 0.87+0.24 0.82+0.15 1.04+0.09

17 08 2,12,0.6 4.95+2.30 0.96+0.10 0.65+0.36 0.76+0.23 0.99+0.08

18 0.8 19,15,13 3.75+1.48 1.00+0.00 0.87+0.24 0.91+0.16 1.00+0.08

19 08 1.9,1.5,0.1 2.90+1.91 0.71£0.12 0.87+0.28 0.82+0.17 0.98+0.11

20 0.8 1,0.8,0.1 4.35+3.06 0.78+0.16 0.66+0.44 0.70+0.25 1.03+0.07

RFE-ANN-DR 1305 2,12,0.6 4.35+1.38 1.00+0.00 0.7740.23 0.85+0.15 1.73+0.06
14 05 1.9,1.5,1.3 4.00£1.52 1.00+0.00 0.83+0.25 0.88+0.16 1.77+0.06

15 05 1.9,1.5,0.1 3.45+1.66 0.75+0.14 0.80+0.23 0.78+0.14 1.72+0.05

16 05 1,0.8,0.1 3.85+2.13 0.76+0.15 0.74+0.30 0.75+0.17 1.50+0.06

17 08 2,12,0.6 4.15£1.95 0.85+0.17 0.73+£0.26 0.77+0.15 1.64+0.06

18 0.8 1.9,1.5,1.3 4.40+1.93 1.00+0.00 0.76+0.32 0.84+0.21 1.67+0.04

19 08 1.9,1.5,0.1 2.90£1.25 0.71£0.12 0.87+0.16 0.82+0.09 1.62+0.06

20 0.8 1,0.8,0.1 4.00+1.83 0.73+£0.17 0.70+0.25 0.71£0.15 1.44+0.06

RFE-RF-DR 1305 2,12,0.6 3.05+0.75 0.96+0.10 0.97+0.11 0.97+0.07 1.02+0.07
14 05 1.9,1.5,1.3 3.00+0.00 1.00+0.00 1.00£0.00 1.00+0.00 1.02+0.10

15 05 1.9,1.5,0.1 2.05+0.22 0.660.00 0.99+0.03 0.88+0.02 0.99+0.09

16 05 1,0.8,0.1 3.60+2.28 0.76+0.15 0.78+0.30 0.77+0.15 1.08+0.08

17 0.8 2,1.2,0.6 3.40+1.23 0.95+0.12 0.90+0.18 0.92+0.12 1.03+£0.08

18 0.8 1.9,1.5,1.3 3.00+0.00 1.00+0.00 1.00+0.00 1.00+0.00 1.00+0.09

19 08 1.9,1.5,0.1 2.05+0.22 0.660.00 0.99+0.03 0.88+0.02 0.98+0.09

20 0.8 1,0.8,0.1 3.95+2.37 0.73£0.13 0.70+0.34 0.71+0.20 1.05+0.08

RFE-SVM-DR 1305 2,1.2,0.6 4.50+1.39 0.98+0.07 0.74+0.21 0.82+0.14 1.01+0.07
14 05 1.9,1.5,1.3 3.75+1.25 1.00+0.00 0.87+0.20 0.91+0.13 0.98+0.10

15 05 1.9,1.5,0.1 2.50+0.68 0.70+0.10 0.9340.11 0.85+0.08 0.99+0.10

16 05 1,0.8,0.1 4.45+£2.21 0.80+0.16 0.65+0.31 0.70+0.18 1.08+0.09

17 0.8 2,1.2,0.6 4.35+1.84 0.96+0.10 0.75+0.28 0.82+0.18 0.99+0.08

18 0.8 1.9,1.5,1.3 3.60+1.18 1.00+0.00 0.90+0.19 0.93+0.13 0.98+0.07

19 038 1.9,1.5,0.1 3.05+1.57 0.75+0.14 0.86+0.23 0.82+0.15 0.99+0.10

20 0.8 1,0.8,0.1 5.60+2.74 0.85+0.17 0.49+0.39 0.61+0.23 1.05+0.08

Values are presented as mean+SD

S, Scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error; RFE-
GB-DR, Recursive feature elimination and gradient boosting algorithm applied to deviance residual; RFE-ANN-DR, Recursive
feature elimination and artificial neural network algorithm applied to deviance residual; RFE-RF-DR, Recursive feature elimina-
tion and random forest algorithm applied to deviance residual; RFE-SVM-DR, Recursive feature elimination and support vector
machine algorithm applied to deviance residual
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Table 6 (continued)

Method e N°I;izc‘i’£flfs°ef' No. V Sensitivity ~ Specificity TA RMSE

GAFS-GB-DR 1305 2,1.2,0.6 6.20+1.60 1.00+0.00 0.46+0.26 0.64+0.17  1.01+0.07
14 05 1.9,1.5,1.3 6.05+1.66 1.00+0.00 0.49+0.27 0.66+0.18  1.03+0.11

15 05 1.9,1.5,0.1 5.35+¢1.92 0.85+0.17 0.53+0.28 0.63+0.17  0.99+0.08

16 0.5 1,0.8,0.1 5.70+1.65 0.85+0.17 0.47+0.27 0.60+0.19  1.07+0.10

17 038 2,1.2,0.6 6.75+1.37 1.00+0.00 0.37+0.22 0.58+0.15  0.99+0.07

18 038 1.9,1.5,1.3 5.90+1.77 1.00+0.00 0.51+0.29 0.67+0.19  1.00+0.09

19 08 1.9,1.5,0.1 6.00+1.37 0.83+0.17 0.41£0.19 0.55+0.13  0.99+0.10

20 0.8 1,0.8,0.1 5.85+1.89 0.90+0.15 0.47+0.29 0.61+0.19  1.02+0.07

GAFS-ANN-DR 13 05 2,1.2,0.6 6.50£1.79 1.00+0.00 0.41+0.29 0.61+£0.19  1.73+0.06
14 05 1.9,1.5,1.3 6.45+1.14 1.00+0.00 0.42+0.19 0.61+0.12  1.77+0.06

15 05 1.9,1.5,0.1 6.00+1.83 0.93+0.13 0.46+0.26 0.62+0.15  1.73+£0.05

16 05 1,0.8,0.1 6.75+1.97 0.90+0.15 0.32+0.29 0.51+0.19  1.51+0.06

17 0.8 2,1.2,0.6 6.75+1.74 0.96+0.10 0.35+0.26 0.56+0.15  1.64+0.07

18 038 1.9,1.5,1.3 6.05+1.82 1.00+0.00 0.49+0.30 0.66+0.20  1.68+0.04

19 08 1.9,1.5,0.1 5.95+1.87 0.91+0.14 0.46+0.29 0.61+0.19  1.64+0.06

20 08 1,0.8,0.1 6.45+1.35 0.90+0.15 0.37+0.22 0.55+0.17  1.43+0.06

GAFS-RF-DR 1305 2,1.2,0.6 6.20+1.57 0.96+0.10 0.45+0.24 0.62+0.15  1.06+0.07
14 05 19,1513 5.95+1.23 1.00+0.00 0.50+0.20 0.67+0.13 1.09+0.09

15 05 1.9,1.5,0.1 5.70+2.05 0.83+0.17 0.46+0.29 0.58+0.18  1.05+0.09

16 05 1,0.8,0.1 6.20+1.10 0.90+0.15 0.41+0.15 0.57+0.11 1.08+0.08

17 08 2,1.2,0.6 6.35+1.46 0.98+0.07 0.43+0.23 0.61+0.15  1.03+0.08

18 0.8 19,1513 5.55+1.73 1.00+0.00 0.57+0.28 0.71£0.19  1.06+0.08

19 08 1.9,1.5,0.1 5.40+1.56 0.88+0.16 0.54+0.24 0.65+0.17  1.02+0.09

20 08 1,0.8,0.1 6.15+1.72 0.86+0.16 0.40+0.29 0.56+0.21 1.04+0.07

GAFS-SVM-DR 13 05 2,1.2,0.6 6.05+1.35 1.00+0.00 0.49+0.22 0.66+0.15  1.01+0.07
14 05 1.9,1.5,1.3 5.70+1.49 1.00+0.00 0.55+0.24 0.70+0.16  1.00+0.09

15 05 1.9,1.5,0.1 5.25+1.48 0.91+0.14 0.58+0.22 0.69£0.15  1.02+0.09

16 05 1,0.8,0.1 6.20+1.88 0.93+0.13 0.43+0.27 0.60+0.17  1.10+0.09

17 08 2,1.2,0.6 6.20+1.60 1.00+0.00 0.46+0.26 0.64+0.17  1.00+0.07

18 038 1.9,1.5,1.3 6.45+1.63 1.00+0.00 0.42+0.27 0.61+0.18  1.02+0.09

19 08 1.9,1.5,0.1 5.60+1.72 0.86+0.16 0.50+0.25 0.62£0.16  1.02+0.10

20 0.8 1,0.8,0.1 6.75+1.44 0.95+0.12 0.35+0.23 0.55+0.16  1.05+0.07

Values are presented as mean+SD

S, scenario; C, Censoring rate; No. V, Number of selected variables; TA, Total accuracy; RMSE, Root-mean-squared error;
GAFS-GB-DR, Genetic algorithm feature selection and gradient boosting algorithm applied to deviance residual; GAFS-ANN-
DR, Genetic algorithm feature selection and artificial neural network algorithm applied to deviance residual; GAFS-RF-DR, Ge-
netic algorithm feature selection and random forest algorithm applied to deviance residual; GAFS-SVM-DR, Genetic algorithm
feature selection and support vector machine algorithm applied to deviance residual
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Application
Data Description

We reviewed the records of all patients admitted
to Sina Hospital (Farshchian) in Hamadan,
Iran, with a diagnosis of schizophrenia based
on ICD-10 (International Classification of
Diseases, version 10) from March 2011 to
March 2019. A total of 413 patients met the
inclusion criteria (patients without a change in

disease during each hospitalization and without
other psychiatric disorders simultaneously).
Approximately 73% of the patients were male,
and their ages ranged from 17 to 77 years old
with the age at onset of illness between 5.5
and 69.5 years. Descriptive statistics of the
demographic and clinical characteristics of
schizophrenia patients are presented in Tables
7 and 8. For more detailed information, please
refer to the previous study on this data.'

Table 7. Description of demographic characteristics of patients with schizophrenia (n=413)

Variable Variable levels Frequency (%)

Gender Male 300 (72.60)
Female 113 (27.40)

Age (year) <25 55(13.32)
36.16+11.18 25-34 154 (37.29)
35-44 111 (26.87)

>45 93 (22.52)
Birth season Spring 130 (31.47)
Summer 145 (35.11)

Autumn 67 (16.22)

Winter 71 (17.20)

Education status Illiterate 36 (8.72)
Under diploma 237 (57.38)
Diploma 102 (24.70)

Academic 38 (9.20)
Marital status Married 130 (31.48)
Separated/Divorced/Widowed 50 (12.11)
Single 233 (56.41)
Number of children 0 282 (68.28)
1-2 74 (17.92)

>3 57 (13.80)

Employment status Employed 74 (17.92)
Housewife 45 (10.89)
Unemployed/Disabled/Retired 294 (71.19)
Residence status Urban 279 (67.55)
Rural 134 (32.45)
The township of residence Hamadan 163 (39.47)
Other Hamadan province townships 197 (47.70)

Out of Hamadan province 53 (12.83)
Living status With parents 229 (55.45)
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Table 7 (continued)
With spouse 115 (27.84)
With siblings/children/other people or alone 69 (16.71)
Having homogeneous sibling Yes 369 (89.35)
No 44 (10.65)
Number of siblings 0-1 43 (10.41)
2-3 98 (23.73)
>4 272 (65.86)
Having a history of emotional distress Yes 286 (69.25)
No 127 (30.75)
Having a history of arrest or prison Yes 43 (10.41)
No 370 (89.59)
Having a history of substance abuse Yes 145 (35.11)
No 268 (64.89)
Having a history of smoking Yes 211 (51.09)
No 202 (48.91)

Table 8. Description of clinical characteristics of patients with schizophrenia (n=413)

Variable Variable levels Frequency (%)

Age at onset of illness (year) <20 129 (31.24)
26.44+10.48 20-29 166 (40.19)
30-39 74 (17.92)

>40 44 (10.65)

Duration of illness (year) <l 42 (10.17)
9.7248.32 1-9 213 (51.57)
10-19 92 (22.28)

>20 66 (15.98)
Number of previous psychiatric hospitalizations 0 219 (53.03)
1 79 (19.13)

2 45 (10.90)

3 35(8.47)

4 17 (4.11)

>5 18 (4.36)
Having a family history of psychiatric illness Yes 181 (43.83)
No 232 (56.17)
Having a history of medical diseases Yes 177 (42.90)
No 236 (57.10)
Having a history of non-adherence to antipsychotic drugs Yes 303 (73.37)
No 110 (26.63)

Having a history of the suicide attempt Yes 81 (19.61)
No 332 (80.39)

124



Arayeshgari M.

Vol 9 No 1 (2023)

Variable Selection for Recurrent Events Using Heuristic ...

Results

Due to the high relapse rate in schizophrenia,
early identification of critical factors associated
with relapse is essential for timely treatment and
reversal of disease progression. In this study, we
focused on the occurrence of rehospitalization
in patients with schizophrenia, which is a
recurrent event. The aim of this study was
to utilize heuristic approaches for selecting
predictor variables in the field of recurrent
events, with an application to schizophrenia
disorder. For this purpose, we used the most
performed combination of machine learning
and variable selection methods applied to risk
indices, for schizophrenia data. The result
presented in Figure 1 showed that selected
variables related to the risk of rehospitalization
in schizophrenia patients were the number of
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Figure 1. Variable importance plot for RFE-RF-DR (recur-
sive feature elimination method and random forest algo-
rithm applied to deviance residual) model

Figure 2 represents partial dependence plots for
selected predictor variables. Based on the figure,
having no children, age under 40 and above
50, being separated, divorced, or widowed,
and having a positive history of substance
abuse are related to a higher predicted risk of
experiencing more events (rehospitalization).
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Figure 2. Partial dependence plots for predictor variables selected by RFE-RF-DR (recursive feature elimination method and
random forest algorithm applied to deviance residual) model; A higher predicted value represents a higher chance of experiencing

more events during a certain period of time
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Figure 3 also shows the interaction between
the three important variables of the number of
children, age, and marital status in predicting
the risk of experiencing more events.
According to the results, the lower predicted
risks of experiencing more events are related
to patients who were separated, divorced,

or widowed with three or more children. In
addition, the relationship between age and risk
of rehospitalization was not consistent across
all patient subgroups. For instance, in those
patients who were single (with no children),
the risk increases as age increases (the left-top
panel).
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Figure 3. Coplot for the interaction of the three topmost important predictor variables of the RFE-RF-DR (recursive feature elimi-
nation method and random forest algorithm applied to deviance residual) model; A higher predicted value represents a higher

chance of experiencing more events during a certain period of time.
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Discussion

In this study, we used a two-step algorithm
for recurrent event datasets to select predictor
variables. Firstly, we calculated risk indices as
single summary statistics for each subject and
then applied four different machine learning
methods (GB, ANN, RF, and SVM) with two
variable selection methods (RFE and GAFS)
to three risk indices (MR, AMR, and DR).
According to the simulation study, RFE-RF
applied to DR had better performance compared
to other algorithms (however, the use of the two-
step algorithm for DR is restricted to situations
where there are no covariates that vary with
time). On the other hand, regardless of the risk
index type, the combination of various machine
learning methods and the GAFS technique
(which is very time-consuming compared to
RFE) only led to a good sensitivity performance.
Duan and Fu's simulation study showed that the
GB method applied to DR and AMR results in
less loss in ranking the importance of variables
compared to other methods.® Recently, an
extension of Duan and Fu's algorithm for
Multi-State data has been used to compare three
different machine learning approaches (GB,
RF, and ANN) to rank the factors related to
disease progression based on their importance,
and finally, the best model obtained from the
simulation study (GB method applied to the
MR) was fitted on the COVID-19 data.'

In the current study, the RFE-RF-DR selected
the variables of the number of children, age,
marital status, and history of substance abuse.
Although some studies have suggested that a
social support network, including family and
children, can reduce the number of relapse
events and hospitalizations for individuals with
schizophrenia,'> '® there is no clear evidence

in the literature of a relationship between the
number of children a person has and their
likelihood of experiencing a relapse. The risk of
relapse within three years is found to be higher
inindividuals diagnosed with schizophrenia and
also in psychiatric patients at younger ages."’
Similarly, age younger than 35 years is related
to early relapse in patients with schizophrenia.'®
It can be attributed to the fact that younger
patients tend to discontinue their medication."
Additionally, being married has been shown
to improve quality of life and reduce suicidal
thoughts in middle-aged and older individuals
with schizophrenia or schizoaffective disorder
with depressive symptoms.”® On the other
hand, males who were unmarried, whether
they were never married, separated, divorced,
or widowed, had a greater probability of
developing schizophrenia than those who were
married.?! Moreover, substances use in people
with psychosis is generally associated with
poorer outcomes, including increased psychotic
symptoms and reduced treatment compliance.
Specifically, severe cannabis abuse has been
identified as a stressor that can trigger relapse
in patients with schizophrenia.?

Conclusion

Our findings revealed that the proposed
machine learning-based model is a promising
technique for selecting predictor variables
associated with a recurrent outcome when
analyzing multivariate time-to-event data
with recurrent events. It is suggested to use
the methods used in this study and other
machines for analyzing other recurrent event
datasets and other multivariate survival data.
Also, extending these methods to the context
of spatially correlated survival data is of great
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